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Abstract The objective of this paper is to develop a novel
digital subtraction technique for serial intra-oral radiogra-
phy, which would allow the detection of subtle variations in
grey values. Digital images of the maxilla of a dried human
skull and of a fresh pig mandible were acquired using intra-
oral photostimulable phosphor plates (Digora FMX,
Soredex, Helsinki) with an aluminium calibration step-
wedge incorporated in the filmholder. Exposures were
made with an X-ray tube for intra-oral radiography
(Prostyle Intra, Planmeca, Helsinki). During pilot testing,
parameter settings were adapted to reach an optimal
contrast. Exposures were repeated within a 1-week interval
to determine the test–retest reliability of the development.
After in vitro and in vivo testing, the exposure technique
and software development were used to evaluate its
applicability in a pilot clinical case. Although parameter
settings remained stable during the in vitro studies, the
clinical exposures yielded non-linear digital images, thus,
not readily suitable for data acquisition and comparison of
the regions of interest. To allow further analysis, image
processing was carried out using self-developed software
for semi-automated linearisation and optimised contrast
normalisation. This processing significantly increased the
precise quantisation of jawbone density and the assessment
of subtle bone density changes in arbitrarily selected
regions of interest of in vivo exposures. The clinical
applicability of the technique is demonstrated in a pilot
case. It was demonstrated that minute densitometric
deviations could be detected. The present technique
and image processing may allow the quantification of
jawbone density.
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Introduction

Many studies have shown the importance of digital
subtraction radiography as a non-invasive means in the
detection of subtle bone changes [23, 32]. However, most
of the studies are limited to the detection of bone gain or
bone loss in phantom simulations [12, 25, 46]. The
detection of bone changes under clinical circumstances
depends on the geometric and densitometric accuracy [4, 6,
12, 31] of the periodical radiographs. However, local subtle
changes in mineral bone content may become unpredict-
able if the grey-level value range of the digital images does
not behave linearly [2]. The use of X-ray densitometry to
quantify osseous differences occurring over time is liable to
a number of potential difficulties. The most cumbersome
among these involves the calibration of essential system
elements that are intrinsically non-linear (e.g. X-ray beam,
captor response characteristics) and often object-dependent
(e.g. scattering effects, soft and hard tissues overlaying the
region of interest, ROI) [28]. It has been demonstrated that
significant errors can result from inappropriate assump-
tions underlying the use of calibration schemes based on
analyses of radiographs, which directly or indirectly use an
external reference with unequal beam attenuation between
the reference and the ROI [41]. The use of an aluminium
stepwedge and linearisation of a series of images may
provide a solution [2]. The present report aims at
developing a software for linearisation and contrast
enhancement of digital intra-oral radiographs taken in a
clinical environment, to enable viewing subtle jawbone
density changes.

Materials and methods

The present method for subtraction radiography was
developed stepwise, using an extraction socket in a dry
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human skull and a drilled cavity in a fresh pig’s jaw, filled
with the materials that will be discussed below. A more
detailed description of these approaches has been pre-
viously published [11]. This was followed by a trial in a
clinical environment.

The following bone substitute materials were used for
the present assessment of the novel software (Figs. 1
and 2a,b; Table 1): Biocoral, Inoteb, Saint-Gonnéry,
France; BioOss, Geistlich Pharma AG, Wolhusen,
Switzerland; Bioplant HTR, Bioplant, South Norwalk,
CT, USA; Fisiograft, Ghimas Spa, Bologna, Italy; Frios
Algipore, Friadent GmbH, Mannheim, Germany.

Human dried skull with soft tissue simulation

Extraction of the first molar in the right upper jaw of a dried
human skull was performed. The socket was then filled and
refilled with bone substitute materials of different origin as
described. Standardised radiographs were acquired using a
beam-aiming device with paralleling technique. All the X-
ray exposures were carried out with the same parameter
settings. The soft tissues were simulated by means of a
rectangular wood setup block (beech) 1-in.-thick

(2.54 cm). To ensure the reproducibility of images over
time, moulds were made of the upper and lower jaw of the
skull. A properly fitting bite block was intra-orally
positioned and stabilised by closing the articulation. A
cassette holder for the X-ray sensitive phosphor plate and a
uniform aluminium reference plate with dimensions
5×6×30 mm for brightness adaptation were incorporated
in the bite block. A beam-aiming device with permanent
magnets was used to make a stable connection between the
bite block and the X-ray tube head. The geometry was
controlled by means of small metallic landmarks attached
to the cassette at a distance of 10 mm from the captor.
Density differences were visualised with a dedicated
software for digital subtraction radiography.

Fresh pig’s lower jaw including the soft tissues

A cavity was drilled in the molar–premolar region of a
pig’s lower jaw. The cavity was filled with the same bone
substitute materials as described for the dry human skull.
Standardised radiographs were acquired using the parallel-
ing technique with adapted beam-aiming device. The soft
tissues were preserved and used to simulate the clinical
environment. The same aluminium calibration plate as
described under human dried skull was used. All the X-ray
exposures were taken with the same parameter settings.
Density differences were demonstrated with digital sub-
traction radiography.

Clinical pilot study

The present study reports clinical case material originating
from a 1-year follow-up study on bone regeneration.
Ethical approval was obtained from the Clinical Trials
Committee of the University Hospital (KU Leuven,
Leuven, Belgium). Informed consent was obtained.
Standardised serial radiographs of the upper jaw of a 57-
year-old male patient were acquired at regular intervals
according to a standardised protocol. The radiographs were

Fig. 1 Standard commercially provided dose of five well-known
bone substitute materials and one quantity of ground pig’s jawbone
as reference (5) inserted in square measures of 9×9 mm inside. The
numbers correspond with the numbers on Fig. 2a,b

Fig. 2 a, b Radiographs of the bone substitute materials and the ground pig’s jawbone. Measure 6, although filled, is not visible with
classical radiography
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Table 1 Characteristics of the bone substitute materials and the ground pig’s jawbone as depicted in Figs. 1 and 2a,b

Bone-filling materials Volume (mm3) Weight (mg) Specific gravity (mg/mm3) Density (grey value)

1. Biocoral 10.53 830 78.82 96
2. BioOss 15.39 790 51.33 49
3. Algipore 8.91 440 49.38 151
4. HTR 9.72 680 69.95 146
5. Ground bone 4.86 310 63.78 95
6. Fisiograft sponge 7.29 300 41.15 4

The weight and volume determination occurred on the basis of dry weight without compression. The density in greyscale values is based on
the mean greyscale value of the selected rectangular area on the radiographs (Fig. 2a,b). From the data, it can be derived that the
specific gravity is not consistent with the density expressed in greyscale values

Fig. 3 a, b The figures show the simulation of the electronic
detection system with the indicator light bulb (whitecircle and
arrow). As soon as the guiding adapter (1) makes contact with the
collimator (2) over its total surface, the light detector switches on.

Conversely, when the contact is interrupted how slightly it may be,
the light bulb is extinguished, indicating that the setup of the aiming
system has to be retuned before taking radiographs

Fig. 4 This figure shows a the
projection pattern obtained by
irradiating, under standardised
conditions, a 5-mm thick
homogeneous aluminium plate
and b the shifted density
plot measured along the
horizontalline
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obtained after the removal of a remaining root tip in the
upper jaw (second premolar) of which the empty socket
was filled with bovine bone substitute material (BioOss)
and closed with a non-absorbable e-PTFE membrane
(Gore-Tex, W.L. Gore and Associates, Flagstaff, AZ, USA)
and mucoperiosteal flap. A beam-aiming device with

sensor holder (Rinn XCP film holding system, Dentsply
Rinn, PA, USA) incorporated in an individualised intra-
oral acrylic bite block was aligned according the region of
interest to be depicted on the radiographs. Attention was
given to aim the central X-ray beam perpendicular to captor
and object (paralleling technique) [36]. An aluminium

Fig. 5 The subtraction result of an extraction socket of the right
upper third molar on a dried human skull filled with high-density
bone substitute materials of the same origin is shown: Frios Algipore

particle size ∅ 0.3–0.5 mm (a) and Frios Algipore particle size ∅
0.5–1.0 mm (b). Density differences between both radiographs can
hardly be discerned with classical radiography

Fig. 6 The cavity drilled at the premolar region of a pig’s right
lower jaw (for the sake of software, the radiographs are upside
down). The cavity has been filled with low-density bone substitute
materials of the same origin: Fisiograft powder (a) and Fisiograft

sponge (b). Although no density difference can be discerned
between both radiographs with classical radiography, a well-
distinguished mottled outline appears after subtraction
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calibration stepwedge [28] of nine steps from 1 to 9 mm
and a surface area of 3×4 mm2 per step was built into the
captor holder and projected on top of the captor without
interference with the jawbone. The rigid connection
between the beam-aiming device and tube head, as used
in the in vitro experiments, was replaced by a guiding
adapter, smoothly positioned against the collimator by two
small permanent magnets and controlled by a built-in
electronic detection system [18, 19] (Fig. 3a,b).

To limit the damaging interaction of the removable
denture worn during the healing period, special attention
was paid to the proper adaptation of it. A new standardised

radiograph, which had to be taken after 1 week to detect the
eventual loss of material because of a dehiscence, allowed
the assessment of the reproducibility of the technique. No
loss of filling material was found. Densitometric deviations
were corrected with the dedicated software using an
external reference (aluminium stepwedge). The baseline
radiographs are shown to illustrate the accuracy of the
processing of clinical images (Figs. 7 and 8a,b).

Photostimulable phosphor plates (21×30 mm blue
imaging plates, Digora FMX, Soredex, Helsinki, Finland)
were used to the present study. All the radiographs were
acquired with a Planmeca Prostyle Intra unit (Planmeca,
Helsinki, Finland) with rectangular collimation. The
images were produced using a tube voltage of 64 kV, an
anode current of 8 mA, a 35-cm focus object distance and
an exposure time of 0.2 s.

Processing of the radiographs

Geometric correction The consecutive radiographs, ac-
quired as described above, both in vitro and in vivo,
showed a satisfactory geometric stability over time. After
superimposition, only a few planar corrections had to be
carried out to make the images coincide [13, 19, 33].

Densitometric corrections Whether the radiographs were
obtained in vitro or in vivo, in all cases densitometric
corrections had to be performed. Distinction was made

Fig. 7 a, b Rectangular area
randomly selected (ROI) on
both radiographs in the jawbone
after simplified grey-level
adaptation

Table 2 Mean greyscale values

Fig. 8 a, b Measuring squares
of 14×14 pixels were manually
placed in the upper half on each
of the nine steps of baseline and
follow-up radiograph
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between object-dependent deviations (scattering effects
and overlaying of the soft tissues) [8, 24], machine
deviations (e.g. non-uniformity of the X-ray beam and
scanning unit) [30], variations in parameter settings (e.g.
exposure time, kilovoltage, milliamperage) [22, 32] and
receptor response characteristics [9]. Scattering patterns
(first- and second-order streaks), if present, were only seen
for radiographs obtained under clinical circumstances. In
most of the cases this kind of localised image contami-
nation could be suppressed by adapting the design of the
calibration wedge. Bands caused by X-ray absorption of
the soft tissues were mainly limited to the posterior region
of the upper jaw, which was beyond the ROI’s considered.
Machine deviations [14] caused a recurrent pattern in
grey-value distribution for a specific projection geometry
(Fig. 4). This pattern was recorded by irradiating a 5-mm
thick homogeneous aluminium plate under standardised
conditions as described before. The procedure was
repeated 50 times, and the mean value of the distribution
pattern was computer-calculated and adapted to each
radiograph according to three measuring points on the
stepwedge and then subtracted. In this way, the linear
characteristics of the radiographs were roughly restored.

Fluctuations in parameter settings and differences in
sensor response characteristics, mainly occurring when
dealing with clinical radiographs taken over time, are
additional non-linear factors that can lead to inaccuracies in
estimates of bone mass [28]. In pilot experiments, it appeared
that parameter settings and sensor characteristics were much
better controllable for radiographs acquired in laboratory
conditions than in clinical conditions [6, 32]. Grey-level
normalisation for the first group (laboratory conditions) was

performed through simple brightness adaptation by adding or
subtracting the difference between the calibration plates to or
from the follow-up radiographs. The same did not hold for
the second setting (clinical conditions). The radiographs were
much more parameter-sensitive, and the grey-level normal-
isation was comparatively more complex [1]. The sequential
steps followed in grey-level normalisation for the clinical
group were linearisation, brightness and contrast adaptation,
and contrast optimisation. These computer-based techniques
appeared to be essential when minute density changes
between baseline and follow-up radiographs had to be
evaluated.

Results

The simplified method of brightness adaptation appeared to
be reliable for radiographs acquired under in vitro
conditions as demonstrated on Figs. 5 and 6.

From the study on the dry human skull and the fresh
pig’s jaw, it appeared that the standardisation of image
acquisition and the novel software were very promising.
The test results were encouraging to further refine the
digital calibration and subtraction techniques in a clinical
environment through a pilot case.

However, it must be understood that these results cannot
immediately be transferred to the clinical situation [1, 2].
The procedure turned out to be inaccurate for radiographs
obtained under clinical circumstances, and more advanced
computer techniques have to be developed to make them
appropriate for the detection of minute bone density
changes. To evaluate the stability of parameter settings
under clinical circumstances, both a simplified method of
brightness adaptation and an advanced procedure of grey-
level normalisation were performed.

The principle of simplified normalisation is illustrated in
a clinical case report (Fig. 7a,b). After superimposing the
radiographs, an area was manually selected on the
calibration plates, and the mean density of it in greyscale
values was computer-calculated. The overall brightness of
the radiographs was corrected according to the simplified
procedure. To evaluate the accuracy of it, a ROI was
arbitrarily selected on the radiographs in the jawbone. The
mean density value for each ROI was supposed to be the
same because the time interval of acquisition (1 week) was
too short for bone remodelling. The data on Table 2a,b
prove the inaccuracy of the method for radiographs
acquired under clinical circumstances.

To underline the accuracy of advanced densitometric
normalisation of clinical serial radiographs, the same
radiographs were used. The mean greyscale value of each
step of the stepwedge was measured by manually placing a
measuring square of 14×14 pixels in the upper half of the
steps (Fig. 8). The data collected (Table 3) were used to plot
a graph in a two-dimensional coordinate system (Fig. 9a,b).
The thickness of each aluminium step was plotted against

Table 3 Measuring values of baseline and follow-up radiographs
before image processing

The range of the baseline radiograph is more stretched, indicating a
higher contrast
Column a indicates the number of steps
Column b indicates the thickness of the aluminium steps in
millimeters
Column c indicates the density of the steps in greyscale values of the
baseline radiograph
Column d indicates the density of the steps in greyscale values of the
follow-up radiograph
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its mean greyscale value. The coordinate points were
connected by a flowing curve, and the best-fit line was
calculated by regression and drawn through the points. The
slopes of the regression lines appeared to deviate from each
other. The steepness of the slope is a measure for the
contrast, affecting the mean density of the region of
interest. The flowing curve through the coordinate points
was equalised with the linear best-fit line. This way, the
digital image was linearised and the predictability of the
bone density of a local region in the global image was
increased. A theoretical stepwedge was computer-simu-
lated (Table 4a,b; Fig. 10). The greyscale range was
maximally stretched (contrast enhancement). The paired
data were chosen such that the sequence was linear over the
total range. This theoretical model was used as the standard
to which all the serial radiographs were conformed. This
way, the contrast and brightness of the radiographs were

matched with optimal contrast enhancement (Table 5). To
evaluate the accuracy of this procedure, a randomly chosen
rectangular ROI was selected on both radiographs
(Fig. 11a,b) and the mean density value was computer-
calculated (Table 6a,b; Fig. 12). The results could even be
improved by taking advantage of computer automation.
The most representative part of each aluminium step was
computer-determined (instead of manually assessed). On
this basis, the steps of the aluminium stepwedge were
computer-reconstructed (Fig. 13a,b). Each step was now
homogeneous, and the positioning of the measuring
squares was no longer critical. Given the precision required
in mass estimation, the processing of the images was
repeated by the same operator to confirm that the results
were consistent and reproducible [28].

Fig. 9 a, b The paired data
from Table 3 are displayed as
darkdots. A flowingcurve is
plotted by smoothly connecting
the paired data points. The best
fit line is drawn through the
paired data points and extended
to the extremes of the graph
paper. The inclination angle of
the best-fit line of the baseline
radiograph is steeper as the
corresponding angle of the
follow-up radiograph, indicating
that the image contrast of the
baseline radiograph is higher
than that of the follow-up
radiograph
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Simplified grey-level adaptation

The measuring results appeared to be reproducible. Only
minute insignificant differences remained. Although the
mean greyscale value of the global image of the follow-up
radiograph was very close to that of the baseline radiograph
after brightness adaptation, the computer-calculated mean
greyscale value for the ROI’s were strongly varying
(Table 2a,b). This demonstrates the inaccuracy of simpli-
fied digital image processing when dealing with differ-
ences in contrast, as can be derived from the difference in
steepness of the regression lines (Fig. 9a,b).

Advanced grey-level normalisation with linearisation
and contrast optimisation

The measuring results again appeared to be reproducible.
The study tested the assumption that estimates of bone
mass must be identical for serial radiographs taken within a
short time interval (1 week) because no bone changes take

place within this period of time. From Fig. 9a,b, it can be
observed that, besides variations in contrast and brightness
(slope angle and vertical shift of the least squares lines of
fit), the linearity of the serial radiographs was disturbed
(non-linear curve through the coordinate points). Table 3
shows the greyscale values and the greyscale range of the
aluminium steps before image processing (5 to 197 and 5 to
152). The range of the follow-up radiograph is more
compressed with respect to the baseline radiograph, which
points to a lower contrast. Table 5 shows the greyscale
values and the greyscale range of the aluminium steps after
conforming the radiographs to the theoretical stepwedge (4
to 222 and 8 to 221 compared to 5 to 197 and 5 to 152,
respectively). At this stage of image processing, the
greyscale values of the aluminium steps were very close
to each other and to the theoretical stepwedge (cf.
Table 4a). Figure 12a,b show the plots of the paired data
after image processing. From the graphs it can be observed
that (1) the coordinates of the plots are situated on a straight
line, (2) the plots have the same slope steepness, (3) the

Fig. 10 a, b The radiographs
after adaptation to the theoreti-
cal stepwedge are shown

Table 4 a, b Coordinate points of the theoretical linear stepwedge

The thickness of the theoretical steps is kept equal to the thickness
of the real aluminium stepwedge. To optimise contrast and
brightness, the greyscale values of the theoretical steps were
stretched towards the upper limit. The graphical curve, being a
straight line through all of the paired data points, is used as the
standard for all the serial radiographs

Table 5 Measuring values of baseline and follow-up radiographs
after adaptation to the theoretical stepwedge (cf. Table 4a)

Column a indicates the number of steps
Column b indicates the thickness of the aluminium steps in
millimeters
Column c indicates the density of the steps in greyscale values of the
baseline radiograph
Column d indicates the density of the steps in greyscale values of the
follow-up radiograph
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plots are on the same level, and (4) the steepness of
the slope is enhanced (cf. with Fig. 9a,b). These
characteristics of the radiographs after processing prove
that (1) the linearity of the radiographs has been restored,
(2) the contrast of the radiographs has been normalised, (3)
the brightness of the radiographs has been normalised, (4)
the contrast of the radiographs has been optimised. The
accuracy of the image processing was evaluated by
comparing the mineral bone content of the arbitrarily
selected ROI’s (Fig. 14a,b). Table 6a,b shows that the
densities expressed in greyscale values for both radio-
graphs are 178 and 179, respectively, and the corre-
sponding aluminium equivalent thicknesses are 7.44 and
7.41 mm. Table 7 indicates the results after computer-aided
reconstruction of the aluminium steps. Both the greyscale
range and the intermediate greyscale values of the steps are
equal to each other and to the theoretical stepwedge (cf.
Table 4a). Figure 15a,b illustrates that the best-fit lines
through the paired data points are straight lines coinciding
with each other. Tables 8a,b show that the mean densities of
the ROI’s in greyscale values and in aluminium equivalent
values are 172 to 172 and 7.19 to 7.19 mm, respectively,
proving the accuracy of the advanced digital image
processing.

Discussion

The present research enabled in vitro and in vivo validation
of a technique for digital subtraction radiography. The
primary goal of the dedicated software tool was to monitor
subtle jawbone density changes. It was assumed that
deviations in the normalisation of the grey-level values had

to be restricted within very narrow limits [15]. The
detection of minute densitometric bone changes under
clinical circumstances also depends on the accuracy of the
projection geometry [6, 37]. To overcome any variation in
projection geometry, standardised radiographs were ac-
quired using an electronic-controlled beam-aiming device
with paralleling technique and individualised bite blocks
[10, 19, 48]. Stable acquisition of serial radiographs and
monitoring of subtle changes in bone mineral content is not
evident when dealing with film positioning in edentulous
jawbone [17]. Therefore, as suggested by some investiga-
tors, the individual bite blocks were expanded allowing the
utilisation of a larger mucosal support in a more stable area
of the jaws [10, 13] and further away from the ROI. Robust
image registration is of great importance as it is impossible
to manipulate images in the computer of a two-dimensional
representation from a different angle of a three-dimensional
object, without additional information on the three-dimen-
sional relationship between structures [12].

Normalisation of the grey-level values was performed
through linearisation, contrast-brightness adaptation and
contrast optimisation on the basis of an external reference
(aluminium stepwedge). The advantage of an external
reference is absolute normalisation, allowing the straight-
forward determination of quantitative measurements such
as changes in bone volume [26]. Furthermore, the two-
wedge method, i.e. using a reference wedge in each of the
radiographs of the subtraction pair, was used. According to
Ruttiman and Webber [35], the single-wedge method is
superior if there is linearity between the reference height
and the grey level. However, an analysis by Allen and
Hausmann [2] comparing both methods concluded that the
criterion of linearity is mainly met in in vitro studies;
consequently, the two-wedge method is preferable for in
vivo studies. Automatic greyscale adjustment, as proposed
by different researchers, does not seem useful for the
detection of small bone lesions [40].

An important issue is the predictability of the greyscale
distribution, which is directly related to the linearity of the
digital images [29]. Greyscale linearisation is the adjust-
ment of brightness relationships among the objects in an
image. The purpose of greyscale linearisation is to render
faithfully the different brightness values in an image. It is

Fig. 11 a, b Arbitrarily chosen
ROI on the jawbone indicated
by the whitearrow

Table 6 a, b Mean density in greyscale values and in aluminium
equivalent values of the ROI’s

a
Mean density of the ROI in greyscale values
Figure 12a 179
Figure 12b 178

b
Mean density of the ROI in aluminium equivalent values
Figure 12a 7.44 mm
Figure 12b 7.41 mm
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Fig. 12 a, b Graphical presen-
tation of the mean density value
of the ROI’s

Fig. 13 a, b Computer recon-
struction of the stepwedges
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commonly assumed that the other objects in the image will
be put in their proper brightness relationships as well. Im-
proper greyscale linearisation can render brightness values
inaccurately so that objects may appear brighter or darker
than they actually appeared when the image was recorded.
Without linearisation it may be possible that differences in
greyscale values are measured between the ROI’s even for
radiographs acquired within a short time interval and after
normalisation of the grey tones. The classical assumptions
(being stationary, linearity, etc.) do not apply to clinical
situations [7]. Radiographic image quality is subject to
variations in beam intensity including X-ray scattering and
anode heel effect [5]. It appeared that the design of the
aluminium stepwedge played a key role in the suppression
of the scattering effects [3]. To overcome the inhomogene-
ity of the X-ray beam [30, 38] and the receptor system [9], a
standard pattern based on the overall greyscale distribution
was generated and subtracted from the global images.
Finally, all clinical radiographs acquired over time are
susceptible to fluctuations in parameter settings [21]. Likar
and Pernus [27] tested the efficacy of the three most often
used contrast correction methods to reduce contrast mis-
matches that can adversely affect digital subtraction in

dental radiography. Experiments showed that (1) ‘optical
density thickness function’ (ODTF) method, which is based
on a function relating grey-level values of the aluminium
wedge image and the corresponding thicknesses of the
wedge, induced less contrast correction error than most
accepted methods. Those are (2) the ‘cumulative density
function’ method based on matching the cumulative histo-
gram of the follow-up radiographs to the baseline radio-
graph and (3) the ‘least square quadratic approximation’
method [34]. The latter is based on plotting the grey levels
of all pairs of pixels having the same spatial coordinates in
both images in the two-dimensional space to use the
quadratic polynomial regression curve through the coordi-
nate points as mapping function between grey-level values
of the two images. Opposite to the other methods, the ODTF
method is able to detect more subtle bone changes and
allows better bone change volume estimations. In the
present study, a variant of the ODTF method was devel-
oped. Instead of directly matching the ODTF’s of baseline
with that of follow-up radiographs, they were matched to a
theoretical optimised ODTF. This is done after having been
equalised with their individual linear regression curve of
best fit. Although a conventional skeletal dual X-ray energy
absorptiometry scanner and a dual-photon absorptiometry
scanner developed by Wowern [42–44] were successfully
used for the measurements of bone mineral density and
bone mineral content in the human jaws [45], the present
method allows to detect even localised subtle changes. The
normalisation method, as proposed in the present study,
tended to be accurate and reliable.

By conforming the serial radiographs to a theoretical
model, grey-level normalisation and contrast optimisation
of the serial radiographs could be performed. Contrast en-
hancement is important for the perception of small contrast
details, especially in the low-exposure range [47]. However,
when the contrast enhancement exceeds certain limits,
irreversible loss of originality of the quantitative data occurs
[16]. Contrast optimisation is a function of the steepness of
the regression line through the coordinate points of the
aluminium stepwedge [20] (Fig. 9a,b). Therefore, the slope
angle of the theoretical model may not exceed certain limits.
These limits can be derived from the greyscale distribution
as displayed on the histogram. Experimentally, it appeared
that the increase of the slope angle or the stretching of the

Fig. 14 a, b Arbitrarily chosen
ROI on the jawbone indicated
by the whitearrow

Table 7 Measuring values of baseline and follow-up radiographs
after computer-aided stepwedge reconstruction (cf. Table 4a)

Column a indicates the number of steps
Column b indicates the thickness of the aluminium steps in
millimeters
Column c indicates the density of the steps in greyscale values of the
baseline radiograph
Column d indicates the density of the steps in greyscale values of the
follow-up radiograph
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greyscale range towards the upper limit of the grey tones is
less sensitive for image loss than towards the lower limit. An
important improvement in grey-level correction was the
computerised search of the most representative part of each
aluminium step, which was a clear improvement towards the
manual determination [39].

Conclusions

The presently developed technique and dedicated software
tool should allow to lower the threshold of bone density
variations on subtracted radiographs. Preliminary data
validate the appropriateness of the technique for collecting
reproducible in vivo images of the jawbone.

Fig. 15 a, b Graphical presen-
tation of the mean density of the
ROI’s expressed in greyscale
values and in aluminium equiv-
alent values after stepwedge re-
construction

Table 8 a, b Mean density in greyscale values and in aluminium
equivalent values of the ROI’s, proving the accuracy of the
methodology

a
Mean greyscale value of the ROI
Figure 15a 172
Figure 15b 172

b
Aluminum equivalent value of the ROI
Figure 15a 7.185 mm
Figure 15b 7.185 mm
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