
Letter to the Editor

In a recent manuscript, Lewsey and Thomson (1)

investigated the application of zero-inflated Pois-

son (ZIP) and zero-inflated negative binomial

(ZINB) regression methods for modeling both

cross-sectional and longitudinal dental caries data

obtained from the same cohort study. Both ZIP and

ZINB models incorporate extra variation than does

the Poisson or negative binomial models. They

have shown that the ZINB regression model

provides a better fit compared with ZIP model for

the dental caries data. After fitting some models to

the data, it is essential to check the overall fit as

well as quality of the fit. The quality of the fit

between the observed values (y) and predicted

values (�̂) can be measured by various test statis-

tics, however, the most two useful statistics are

called scaled deviance (G2 statistics) and Pearson

deviance (v2 statistic) and are presented, respect-

ively, below:
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For a perfect fit model, both statistics G2 and v2

have approximate chi-squared distribution with

(n)p) degrees of freedoms, where n is the number

of observed data and p is the estimated parame-

ters for the fitted model. For details about the

fitting of a generalized linear model (GLM) read-

ers are referred to McCullagh and Nelder (2) and

more recently Wood (3) among others. As a

goodness-of-fit of the models the authors have

presented some graphs, which visualized the fit of

the model. However, for a strong evidence and

more confidence about the quality of the fit it is

important to use goodness-of-fit test for this kind

of analysis. The most appropriate reference for

ZIP regression model is Lambert (4) and for ZINB

regression model is Cameron and Trivedi (5)

among others.

This paper has some minor errors. In the

Appendix (p. 189), the ZIP model has been defined

as
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where y denotes the dependent variable, p is the

probability of being an extra zero and l ¼ xb,
with x representing the independent variables and

b the coefficients associated with x.

The correct model would be described as fol-

lows. The ZIP regression model can be expressed

as
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where y denotes the number of counts (or individ-

uals) for a particular period or region, p (0 < p < 1)

is the probability of being an extra zero and l is the

expected number of occurrences per period, which

can be modeled as

� ¼ expðx0�Þ;

where x¢ is the vector of explanatory variables

and b is the vector of parameters. The remaining

discussions of the Appendix are correct. This is a

minor correction, which does not change the

results or conclusion of the paper. The authors

have used STATA (Stata 7.0; Stata Corpora-

tion, College Station, TX, USA) for analyzing

the data.
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