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Chapter 1
Introduction: Molecular Genetics  
of Acid Sensing and Response

Chao-Chieh Lin, Melissa M. Keenan and Jen-Tsan Ashley Chi
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J-T. A. Chi (ed.), Molecular Genetics of Dysregulated pH Homeostasis,
DOI 10.1007/978-1-4939-1683-2_1

J-T. A. Chi () · C.-C. Lin · M. M. Keenan
Department of Molecular Genetics and Microbiology, Center For Genomic  
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e-mail: jentsan.chi@duke.edu

Introduction

Most biological reactions and functions occur in body fluid within narrow ranges 
of proton level around neutral environments. Slight changes in the pH environment 
have great impacts on the biological function at every level, including protein fold-
ing, enzymatic activities, cell proliferation, and cell death. Therefore, maintaining 
the pH homeostasis at the local or systemic level is one of the highest priorities 
for all multicellular organisms. When the pH homeostasis is disrupted in various 
physiological adaptations and pathological situations, the resulting acidity alters the 
cellular physiology, metabolism, and gene expression as active participants in the 
pathophysiological events and modulates disease outcomes. Therefore, understand-
ing how various cells sense and react to pH imbalance through the “acid sensor” 
have broad impact in a wide variety of human diseases, including cancer, stroke, 
myocardial infarction, diabetes, and renal and infectious diseases.

Over the years, many attempts have been made to identify the acid sensor and 
“acid-induced factors” in different cell types, but no master acid sensor and response 
have been identified so far. Instead, at least three levels of complexity in the acid 
sensing and response is becoming clear. First, a wide variety of proteins respond 
to the acidity through specific acid-sensing receptors or nonspecific pH-sensitive 
alterations. Each of the protein or a group of proteins results in distinct downstream 
events and biological pathways to comprise the complex signaling and biological 
acidosis response. Second, different concentrations of protons and degrees of acid-
ity may trigger different acid-sensing receptors and mechanisms to mediate distinct 
quantitative and qualitative acidosis response. Third, different cell types are ex-
posed to varying pH ranges and have different sets of protein expression. Therefore, 
the acid-sensing mechanisms and responses to different proton concentrations are 
likely to vary significantly among different cell types. In this book, we have in-
vited many experts to highlight various aspects of the molecular genetics on how 
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mammalian cells sense and respond to acidosis and their implications in the normal 
physiological adaptations and pathogenesis.

Acidity as Environmental Cues and Stimuli

High proton levels and acidity convey important cues for environmental stimuli. 
For example, the sour taste is stimulated by acidity and an increase of the proton 
concentration on the surface of the tongue. Excessive protons and acidity inter-
act with the chemosensory apical membrane of taste cells to trigger the sensing of 
“sourness” of the food. The identification of the polycystic kidney disease 2-like  
1  protein (PKD2L1) as sour receptor was first reported using the reconstitution 
systems to identify the ligands for G protein-coupled receptor (GPCR). The iden-
tification of sour-selective taste cells was introduced with the finding that those 
taste cells that express the protein PKD2L1 are necessary for sour taste in mice. 
Genetically driven ablation of PKD2L1-expressing cells specifically removed 
the sour taste, whereas the other taste qualities persisted. Here, Dr. Ishimaru and 
Dr. Matsunami have provided an excellent review of the molecular mechanisms 
of sour taste sensing to illustrate how acidity may provide environmental cues and 
properties of the food.

The Pathogenesis of Acidosis and Lactic Acidosis

Acute blockage of blood vessels or chronic imbalance between blood perfusion 
and oxygen consumption in human body can lead to hypoperfusion (lack of ad-
equate blood perfusion) and tissue hypoxia the resulting dysregulation of pH ho-
meostasis. The dysregulated pH homeostasis is often exhibited as excessive proton 
(acidosis), especially in the form of lactic acidosis. The lactic acidosis is caused 
by the anaerobic metabolism of glucose, which promotes animal cells to produce 
lactate, adenosine triphosphate (ATP), and water. The free proton is generated 
when ATP is hydrolyzed to adenosine diphosphate (ADP) and inorganic phosphate 
(Pi) and released to cause acidosis. Both ADP and Pi are also efficient substrates 
for anaerobic glycolysis. Every mole of glucose, when metabolized anaerobical-
ly, produces to 2  mol of lactate and 2  mol of protons, which were buffered by 
various buffer systems in the cells and human body. When oxygen is available 
for oxidative phosphorylation, extra protons can enter the mitochondria and are 
used for oxidative phosphorylation. Whenever production of lactate and proton  
exceeds the utilization and buffer capacity, it can result in lactic acidosis.

In response to acidosis or lactic acidosis, several homeostatic mechanisms are 
triggered at the cellular and organismic levels to limit further lactate production 
and enhance utilization as compensatory mechanisms to alleviate acidosis. First, 
intracellular acidosis inhibits 6-phosphofructokinase, one of the key enzymes 
in glucose metabolism, to reduce glycolysis and production of lactic acidosis.  
Second, lactic acidosis activates MondoA-Mlx to trigger the expression of 
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thioredoxin-interacting protein (TXNIP) that blocks the glucose uptake by phos-
phorylation of glucose transporter 1 (GLUT1). Third, lactic acidosis also inhibits 
the oncogenic pathways of protein kinase B/phosphatidylinositide 3-kinase (Akt/
PI3K). Some of these regulations are well discussed in the chapter of Dr. Ayer in 
the context of MondoA–TXNIP as a novel metabolic checkpoint under stresses. 
Moreover, the kidney also plays an important role of disposing lactate and exces-
sive protons. Acidosis increases the activities and mRNA stability of glutaminase 
(GA) and phosphoenolpyruvate carboxykinase (PEPCK) mRNAs. Increased renal 
catabolism of plasma glutamine during acidosis generates two ammonium ions that 
facilitate the excretion of acids. The pH-responsive increase in PEPCK enhances 
gluconeogenesis and helps to remove lactate by the kidney. This metabolic adapta-
tion of renal epithelial cells to acidosis is nicely summarized by Dr. Curthoys in the 
chapter on how the acidosis affects the glutamine metabolisms.

The Molecular Mechanisms of Sensing Acidosis

Given the importance of acidosis, various cells have developed sophisticated mech-
anisms to sense the extracellular acidosis. First, extracellular acidosis may alter the 
extracellular and intracellular biochemical milieu by affecting the protonation status 
of amino acids and proteins to alter the functional status of many cellular proteins. 
Among all the amino acids, histidine is the only H+ titratable residue within the 
physiological pH ranges that occurs during physiological and pathological condi-
tions. Therefore, the histidine residues of many proteins can alter their conforma-
tions and are implicated as pH sensors in many proteins. For example, acidosis  
inhibits the enzymatic activities of 6-phosphofructokinase and lactate dehydroge-
nase to reduce glycolysis, resulting in production of lactate.

Second, evidences are accumulating for the important role of membrane acid-
sensing receptors in the cellular acidosis responses. These acid-sensing receptors 
mostly belong to two protein families: GPR4 family of GPCRs and acid-sensing 
ion channels (ASICs). These two families of proteins respond to very distinct pH 
ranges: while acid-sensing GPCRs have a pH 50 % of 6.5, ASICs have a pH 50 % 
of around 5.5. ASICs are proton-gated, amiloride-sensitive, voltage-insensitive cat-
ion channels belonging to the degenerin/epithelial sodium channel (DEG/ENaC)  
superfamily of ion channels. Given the measured intratumor pH is around 6.5–6.9 
and the pH of 6.7 in our acidosis response, GPCR may be more relevant for the 
acidosis response in tumors. In the acute ischemia conditions of stroke and ischemic 
cardiac diseases, the tissue pH can drop down to 5–5.5. Therefore, ASICs are likely 
to play an important role in the cellular damages and death under these acute isch-
emic events. In this book, Dr. Zhigang Xiong has contributed a chapter to summa-
rize the role of ASICs and other acid-sensing mechanisms in the ischemic diseases.

The acid-sensing GPCR family includes four closely related members: (1) G2A 
(G2 accumulation) [1], (2) GPR68 (OGR1, ovarian cancer GPCR) [2], (3) GPR65 
(TDAG8, T cell death-associated gene 8) [3], and GPR4 [4, 5]. These proteins 
are multifunctional receptors which respond both to extracellular acidosis (proton 
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sensing) and various lysolipid molecules as their natural agonist and antagonist li-
gands [4]. The activation of these acid-sensing GPCR stimulates an increase in 
the intracellular cyclic adenosine monophosphate (cAMP) and inositol triphosphate 
(IP3) with different degree of sensitivity to various concentrations of protons [6]. 
The basis of the acid sensing is due to the destabilization of the hydrogen bonds in 
several histine residues in these GPCRs under acidosis and leads to active confor-
mation to trigger the downstream signaling. Importantly, these endogenous ligand 
lysolipids can directly interact with the proton-sensing functions of these receptors 
and can serve as either an antagonist or agonist for the acid-sensing receptors [5, 7]. 
These observations suggest that lysolipids and their synthetic variants may be used 
to modulate the cellular acidosis responses.

Although initially thought to have rather limited tissue expression, these acid-
sensing receptors were later found to be expressed in many tissues, including be-
nign and cancerous epithelial tissues [5, 8]. This wide tissue distribution of these ac-
id-sensing receptors strongly suggests their probable roles in the acidosis response 
in many cell types, including different epithelial cancerous and endothelial cells. In 
this book, Dr. Yang has contributed a chapter to summarize the role of acid-sensing 
GPCR, especially in the context of cardiovascular systems.

Whether acidosis can promote oncogenesis is still debating. While certain stud-
ies suggest that acidosis response can inhibit oncogenic transformation [9], we are 
also aware of other studies which suggest that the acidosis response or acid-sensing 
receptor may be oncogenic [10] or select for aggressive phenotypes [11–13]. This 
contradiction and complexity may reflect the cell-type specific responses to acido-
sis, the involvement of different acid-sensing receptors as well as short-term versus 
long-term consequences of acidosis. For example, sphingosylphosphorylcholine 
(SPC), a natural glycolipid ligand, has entirely opposite effects on different proton-
sensing GPCR—while activation of OGR1 lead to the inhibition of cell growth [14, 
15], similar activation of GPR4 stimulate cell growth and migration [16] instead. 
Therefore, understanding the spatio-temporal patterns of extracellular protons and 
how these distinct downstream signals from different acid-sensing receptors inte-
grate to generate the overall response of a given cell may provide insight to identify 
therapeutic targets and provide predictions to improve treatment strategies, espe-
cially when these acid-sensing receptors belong to GPCR, a protein family known 
to be very “druggable” and likely to be modulated by small molecule compounds. 
In this book, Dr. Glitsch has contributed a chapter to explain how extracellular pro-
ton concentration can affect cells in cancerous tissue by interacting with different 
acid-sensing receptors.

Integrative Genomic Approaches to Identify the Somatic 
Mutations Selected by Lactic Acidosis and Hypoxia  
in Human Cancers

Even though lactic acidosis is a prominent feature of solid tumors, we have limited 
understanding about how lactic acidosis influences the genetic, epigenetic, pro-
teomic, and metabolic phenotypes of cancer cells. In addition to many single-gene 
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and hypothesis-driven studies, various “-omics” approaches have been used to de-
fine the transcriptional, metabolomic, and proteomic responses of cancer cells’ re-
sponses to acidosis or lactic acidosis. We have summarized the current studies of 
these approaches to lactic acidosis and how these in vitro studies are related to the 
in vivo tumor phenotypes.

One important aspect of oncogenesis is genomic instability and high frequency 
of somatic mutations. Cells bearing certain mutations obtain survival or prolifera-
tion advantages over cells not having these mutations. Over the extended time of 
tumor developments, cancer cells with these mutations expand clonally to become 
the dominant component of tumors, a process termed somatic evolution [17–21]. 
The chronic presence of tumor microenvironmental stresses, including lactic aci-
dosis, has been proposed to serve as an important factor in the selection of cancer 
cells during somatic evolution. This concept is illustrated by studies showing that 
hypoxia enriches for tumor cells that lack p53 [22] and glucose deprivation selects 
for tumor cells that bear Kirsten rat sarcoma (KRAS) mutations [23]. Such selection 
of somatic mutation by each stress condition may be related to their distinct effects 
on cancer cells and resulting adaptive responses. For example, cells with KRAS 
mutation may be selected for under glucose deprivation because the mutation is al-
lowing for increased glucose uptake [23, 24]. In addition, these stresses are known to 
induce further genomic instability and increase gene amplification [25–27]. To cap-
ture and integrate the influences of these stresses, many elegant mathematic models 
have been described to account for their effects on tumor progression [17, 28–31].

While driver mutations in circulating nucleic acids (CNAs) are often assumed to 
confer growth advantages due to proliferation or reduced cell death, we reason that 
some genes in CNAs are essential for survival only under stresses in a synthetic le-
thality relationship and offer survival advantages under tumor microenvironmental 
stresses. Synthetic lethality arises when a combination of mutations in two or more 
genes leads to cell death, whereas a mutation in only one of these genes does not. In 
the context of tumor microenvironmental stresses, we use the term synthetic lethal-
ity to describe genes that are essential for survival under stressed but not control 
conditions. This concept can be illustrated by our findings in preliminary data that 
activating transcription factor 4 ( ATF4) amplification in a subset of breast cancer 
cells lead to high levels of an ATF4-driven gene expression program and provide 
a survival advantage under combined hypoxia and lactic acidosis [32]. These copy 
number alterations at the DNA levels often lead to the coordinated over- or under-
expression of genes in the amplified and deleted regions. Therefore, can be used to 
the gene expression data of stress-response genes to identify these CNAs that may 
reflect the selection processed under tumor microenvironmental stresses [33]. The 
use of large-scale RNA interference (RNAi) or overexpression functional genomics 
screens in cells experiencing these stresses will allow systematic identification of 
genes and mutations critical for cell survival under these stresses.

Although the concept of selective pressure by these stresses is well recognized, 
there is a gap between the biological understanding of somatic evolution under 
stresses and the actual somatic mutations observed in various human cancers. While 
many current studies on somatic evolution under stresses have focused on the roles 
of glucose utilization or angiogenesis, genes in other biological processes could 
also be involved in the somatic evolution under stresses. These genes can be only 



6 C.-C. Lin et al.

efficiently identified through an unbiased genomic screening approach. Further-
more, integrative analysis of the global functional genomic screen with the CNAs 
associated with stress phenotypes has the potential to identify those somatic muta-
tions that may have been specifically selected for by these stress conditions. In this 
book, Dr. Chi has summarized that how to bridge the gap between the concepts of 
somatic evolutions of tumor cells under stresses and the resulting CNAs seen in 
human cancers. Understanding of the survival mechanisms under stresses and how 
CNAs may provide hardwired advantages and circumvent the barriers of stresses 
may may enable scientists to target such survival mechanisms for therapeutic po-
tential.
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Introduction

Acidic conditions often accompany a variety of pathologic conditions such as 
inflammation and ischemia. They may be caused by defective pH stabilization 
mechanism that is usually the result of tissue injury, increased metabolism, hypoxia, 
hypercapnia, and increased activity. Inability to maintain pH during stroke, for ex-
ample, leads to worse prognosis [66, 67]. On the other hand, acidosis activates sen-
sory neurons in the case of myocardial infarct and tissue inflammation. Examples 
have been shown where animals have even utilized toxins, to enhance or protect 
against acidic conditions [10, 21, 25, 50]. Cellular sensing and appropriate response 
to acid by ion channels and receptors to extracellular pH (pHo) or intracellular pH 
(pHi) is necessary for organ systems to maintain proper physiologic conditions.

Various microenvironments such as ones found in brain are particularly sensitive 
to pH changes which may exert pathologic downstream consequences. Likewise, 
cells in nonneuronal microenvironments also maintain physiologic proton gradi-
ents that vary between the extracellular milieu and the cytosol. pHo varies in each 
anatomical compartment with normal pHo typically between 7.3 and 7.4; both non-
neuronal and neuronal cells alike have the capacity to maintain intracellular pH 
between ~ 7.3 and ~ 7.0 [66]. However, in pathologic conditions like ischemic brain, 
pHo may fall to 6.5–6.0 [66].

Change in pHo or pHi directly affects various membrane receptors and trans-
porters where activation or inhibition of these molecules may be initiated by pH 
alterations. Acid-sensing ions channels (ASICs), identified as a subfamily of the 
epithelial sodium channel/degenerin family (DEG/ENaC), are directly activated by 
an increase in extracellular proton concentration [59]. Found in the central nervous 
system (CNS) and peripheral nervous system (PNS), sensing pHo changes by ASICs 
contributes to CNS neuronal function and higher-order processes like learning and 
memory, synaptic plasticity, anxiety, depression, and seizure termination. ASICs 
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participate in sensory transduction, mechanosensation, pain, retinal function and 
other roles have also been described [1, 38, 52, 63]. ASICs have been the subject 
of increasing interest due to their direct relationship with acidosis-related neuronal 
injury and have provided a promising new target for therapeutic intervention of 
stroke. In contrast to ASICs, several voltage-gated and ligand-gated channels are 
inhibited during acidic conditions. For example, N-methyl-d-aspartate (NMDA) 
channels are ligand-gated channels that are inhibited by a decrease in pHo [27]. 
Similar to ASICs, some members of the transient receptor potential (TRP) family 
of channels have also been shown to have pHo sensitivity where a decrease in pHo 
causes channel activation [33]. The TRP superfamily was originally identified in 
Drosophila and is responsible for sensory transduction of the retina [20]. The TRP 
family is found in excitable and nonexcitable cells and is responsible for a wide 
variety of pathological conditions [30]. Specific receptors and transporters can also 
be influenced by changes in pHi. ASIC activation and inactivation, for example, 
can be modulated by pHi; such changes can be caused by drugs or endogenous 
mechanisms [60].

This chapter focuses on the cellular and molecular mechanisms of sensing acid-
ity of ASICs primarily in the nervous system. However, nonneuronal mechanisms 
and other ion channels/receptors to sense acidic conditions are also addressed.

Biochemistry of Acid-Sensing Ions Channels (ASICs)  
and Other Acid-Sensing Molecules

ASICs are voltage-independent, amiloride-sensitive, cation-selective ion channels 
which belong to the DEG/ENaC family of channels [52]. There are four genes 
(ASIC 1–4) in mammals that encode six distinct subunits ASIC1a, ASIC1b, ASI-
C2a, ASIC2b, ASIC3, and ASIC4 [67]. The sub-distinction designation of “a” or 
“b” corresponds to the differences between the NH2 termini and location of the al-
ternate splice site for ASIC1 and ASIC2. Recently resolved crystal structure from 
chicken, Gallus gallus, shows that ASIC subunits assemble as trimers to form 
functional channels which can be homomeric, consisting of identical subunits, 
or heteromeric, consisting of different subunits [31, 35]. Caveats to homomeric 
formation, ASIC2b and ASIC4 do not form functional channels but may associ-
ate with other subunits to form functional heteromeric channels. The formation 
of heteromers along with subunit combination and stoichiometry dictate channel 
properties such as gating, permeability, and activation. While ASIC1a homomers, 
which are ubiquitously expressed in the nervous system, respond to low pHo by 
mediating a fast and transient inward current with a threshold pH of 7.0 and the 
pH for half maximal activation (pH0.5) at 6.2 [67], homomeric ASIC3 channels, 
mostly found in the PNS, respond to pHo drops by a biphasic response with a fast 
desensitizing current followed by a sustained component and a high sensitivity to 
protons with a pH0.5 of 6.7 [63].
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Each ASIC subunit consists of two transmembrane domains, TM1 and TM2, 
and a large cystine-rich extracellular loop. Both NH2 and COOH termini of ASICs 
lie within the intracellular space [52]. The extracellular domain (ED) of ASIC1a 
consists of 318 of 528 total residues with many crevices and intersubunit contact 
sites which have a role in gating or binding of other modulators of channel activity 
such as zinc [18]. Heteromeric and homomeric ASIC1b is one example where Zn2+ 
regulates channel activity by acting on cysteine149 located in the ED [36]. Other 
metals such as Cu2+ inhibits the ASICs and reduces acid-mediated membrane depo-
larization [61]. Reduction in extracellular [Ca2+] is known to regulate the activities 
of ASIC1a, ASIC1b, and ASIC3 channels as well as subfamily member of TRP 
channels, e.g., TRPM7 [20, 47].

ASIC Structure and Function

ASICs are closed when extracellular protons have not reached the channels’ re-
spective threshold concentration. When bound by protons, channels rapidly acti-
vate and then desensitize [57]. ASICs reside in at least three conformational states, 
the first is a nonconducting resting state where the channel can be activated in 
response to decrease in pH, a second conducting or open state where ions are trans-
ported through the pore and lastly, a desensitized or nonconducting state where 
[pHo] is not able to cause further activation [46]. The ED of ASIC1a protrudes 
from the plane of the membrane outward and is organized into discrete regions. 
Using the analogy of a hand, ASIC regions have been named “palm, knuckle, 
β-ball, finger, and thumb” domains based on their biochemical arrangement [35, 
49, 72]. Residues within TM2 constitute the pore while TM1 also contributes a 
segment in the extracellular vestibule of the pore [31, 52]. The pore of ASIC1a 
forms an hourglass configuration in the desensitized state with contribution from 
TM2 which holds the residues in place [35, 57]. In addition, TM2 helices are tilted 
at a 50° angle from the membrane and the intersection with TM1 residues from 
the outer vestibule are speculated to form a desensitization gate [13, 31, 57]. A 
cluster of negatively charged residues have been suggested to form the tentative 
proton sensor in the cleft between the “thumb” and “finger” domains of ASIC1, 
in which carboxyl–carboxylate interaction pairs may play a role in channel gat-
ing [35]. Two carboxyl–carboxylate pairs E230 through D358 and E212 through 
D414 and a carboxyl–hydroxyl interaction pair E23 through S354 contribute to 
the underlying structure [51]. The aforementioned region can be referred to as the 
acidic pocket and contributes to a highly negative potential serving as binding sites 
for Ca2+, Na2+ and H+ [51]. The binding of either of the cations affects H+ binding 
and vice versa [51]. Recently, a series of publications have elucidated the intimate 
structure/function relationship [5, 7, 39]. X-ray crystallography has determined 
that the TM2 can be divided into two distinct regions, TM2a and TM2b, and that 
the break in the helical structure is approximately parallel to the membrane [5]. 
Interestingly, the TM2b element interacts with the TM1 region of the neighboring 
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subunit generating a continuous TM2b helical segment [6]. This geometry allows 
the area between the two TM segments, termed the “GAS” (glycine, alanine, ser-
ine) selectivity filter, to effectively form a GAS belt [5]. From this arrangement, 
the GAS filter helps to form a component of the ion channel pore [6]. The entire 
structure of the pore consists of a gate and several integrated vestibules in a similar 
fashion to P2x receptors [7].

ASIC3 characteristically has a biphasic current in response to acidosis with a 
rapidly inactivating peak current and sustained plateau phase that persists as long as 
there is acid stimulation [23]. This is in contrast to the ASIC1a current profile which 
displays a rapidly inactivating transient current that deactivates in the presence of 
acid. As member of the Na+ family of channels, ASICs have a reversal potential 
near + 60 mV, so that when activated at typical resting potentials causes membrane 
depolarization. Data from several studies suggest that this depolarization is tied to 
Ca2+ influx causing neuronal injury [60, 68, 73].

Functional expression of ASIC channels relies on several factors including the 
trafficking of the molecule to the cell surface. Donier et al. reported that annexin 
light chain p11, a member of the S100 small phospholipid and Ca2+-binding protein 
family, utilizes the intracellular N-terminus of ASIC1a in a heterologous system 
to traffic the protein to the membrane [26]. ASIC trafficking also requires PICK1, 
protein interacting with C-kinase-1, which regulates membrane incorporation and 
function of ASIC1a in a lipid binding-dependent manner [37].

Gating, Permeability, and Proton Interactions

ASIC1a homomeric channels have clear permeability to Ca2+, establishing them as 
another vanguard of Ca2+-mediated ischemic brain injury [41, 67, 73]. Despite the 
ability to conduct Ca2+ ions, there are data suggesting that external increased [Ca2+] 
can reduce the conductance of ASIC1a and 2a [22]. Notably, the hallmark of ASICs 
is the characteristic permeability to Na+ ions. Compared to other Na+, ASICs are 
less permeable to K+, Li+, and H+ ions; additionally, subunit composition greatly af-
fects the permeability of heterologous systems like ASIC1a + ASIC2. Interestingly, 
ASICs are inhibited by heavy metals Gd3+, Pb2+, Ni2+, Cd2+, Cu2+, and Mg2. Zn2+ 
conversely has a dual effect, potentiating at micromolar concentrations and inhibit-
ing at nanomolar concentrations [18]. Interestingly, openings of chloride channels 
(CIC), for example, by γ-aminobutyric acid (GABA) or glycine, modulate the ASIC 
activity in neurons [17].

There is a wealth of information supporting that activation of ASICs requires 
protonation of multiple residues [31, 42, 46, 57]. The pre-TM2 region is essential 
for gating and ion permeability and changes in gating are speculated to be done 
through the reorganization of the palm domain in the extracellular region. For 
example, interplay between ASIC1a subunits requires that the opening of the 
conductive pathway for ion flow involves the coordinated rotation of TM2 [46, 
72]. ASIC1 proton sensitivity is conferred by amino acid substitutions Q77L and 
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T85L of the external segment of TM1 [32]. The arrangement between TM1 and 
TM2 is such that TM1 forms the exterior of the TM complexes mostly in contact 
with the lipid bilayer while TM2 forms the pore complex [31]. Four vestibules 
organize the passage of ions through the ASIC protein complex. Fenestrations 
before the extracellular vestibule are located just prior to the pore and proximal 
to the wrist region. Symmetrically related carboxyl moieties contribute to pore 
occlusion and concentration of cations leads to increased channel conductance 
[31, 57]. Located halfway between the lipid bilayer, the pore forms the desensiti-
zation gate by a constriction of the TM2 complexes and several key residues con-
ferring physical blockage of the passage after extending activation by H+ [31]. 
However, to undergo the physical blockade, only a small conformational change 
is required by the selectivity filter and the spatially distinct ion channel gate [5].

The interface between the binding and pore domains plays a critical role in the 
gating of Cys loop ligand-activated receptors [13]. Protons bind just before TM1 
and tryptophan (Trp) regions under the thumb where they enact proton-mediated 
conformational changes in the pre-TM2 region allowing cation flux through the 
pore [35]. A critical region of the thumb associates with chloride ions suggesting 
that there is an interaction or relationship between ASICs and ligand-gated CIC 
[17]. Another region of proton binding is adjacent to the extracellular vestibule. 
In all, three binding sites may be necessary in the open, conducting state of the 
channel [31]. Proton binding sites and conformational changes in the TM domains 
imply that the trigonal antiprism coordination is the optimal arrangement of proton 
binding. Structurally, the N-terminal of the TM1 region may stabilize the channel 
in the open state [13].

It has been suggested that ASICs can be activated by nonproton ligands as well, 
and the structure of the ED may contribute functionally to the protein [42]. 2-gua-
nidine-4-methylquinazoline (GMQ) is a guanidinium heterocyclic ring and an ex-
ample of a nonproton ligand for ASIC3 which interacts with the subunit at ED E79 
and E423 [74]. Later, the same group was able to elucidate the binding mode and 
architecture of the nonproton binding domains of GMQ required for ASIC3 activa-
tion [75]. Screening approaches for alternative ASIC channel ligands also identified 
Phe-Met-Arg-Phe (FMRF) amide and neuropeptide FF, found in humans, in modi-
fying channel properties by potentiating or inducing a sustained component but 
not activation of ASICs [2]. Other FMRF-like peptides, dynorphin A and big dyn-
orphin, reduce steady-state inactivation of the ASIC1a channels [19]. Mentioned 
previously, animal toxins and venoms like MitTx, isolated from the venom of the 
Texas coral snake Micrurus tener tener, cause pain by activation of ASIC1a and/or 
ASIC1b [10]. Psalmotoxin (PcTx1), isolated from the venom of the South Ameri-
can tarantula Psalmopoeus cambridgei, however inhibits ASIC1a channels by shift-
ing the channels into the desensitized state [16]. Furthermore, other peptides and 
small molecules inhibit ASIC1, ASIC2, and ASIC3 currents such as mambalgin-1, 
isolated from the venom of the black mamba snake, Dendroaspis polylepis polyl-
epis, A-317567, amiloride, and Sevanol, isolated from a plant Thymus armeniacus 
[76]. Pharmacological use of these compounds is being explored to exploit their 
therapeutic benefit for pain, stroke, and other neurologic diseases.
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Other Acid-Sensing Molecules

Of the acid-sensing molecules, ASICs and TRPV1 are the most intensively stud-
ied. However, other acid-sensing members include potassium channels such as 
members of the two-pore-domain K+ channels are differentially regulated by small 
deviations of extra- or intracellular pH from physiological levels [33, 33]. Other 
members of the TRP superfamily, TRPV4, TRPC4, TRPC5, TRPP2, along with 
ionotropic purinoceptors (P2X), inward rectifier K+ channels, voltage-activated 
K+ channels, L-type Ca2+ channels, hyperpolarization-activated cyclic nucleo-
tide-gated channels, gap junction channels, and Cl− channels display some acid 
sensitivity [33].

The superfamily of voltage-gated ClC is ubiquitously expressed in many tissues 
such as the brain, muscle, and kidney. ClC are activated, inhibited, or gated by pH 
changes [4]. Pharmacologic agents 4,4ʹ-diisothiocyanatostilbene-2,2ʹ-disulfonic 
acid (DIDS) and diphenylamine-2-carboxylic (DPC) acid inhibit activity. One such 
microenvironment within the testes is acidified by fluid secreted from Sertoli cells. 
The change in pH is then sensed by extracellular acidic pH-activated CIC (also 
named as acid-sensing Cl− channel, ASCC). ASCCs elicits an outwardly rectifying 
current in Sertoli cells [4], human umbilical cord vein endothelia cells [43], lung 
epithelial cells [9], myocytes [71], and monocyte/macrophage [53]. Still, details of 
channel function and therapeutic potential have yet to be identified for this recent, 
yet little investigated ion channel.

Previously mentioned, members of the TRP family can be modulated and/or 
activated by acidic pH. An example in detection of noxious stimuli is the tran-
sient receptor potential vanilloid 1 (TRPV1) channel, or capsaicin receptor. Also 
found in neuronal and nonneuronal tissues [30, 77], TRPV1 is implicated in the 
development of diseases such as inflammatory heat hyperalgesia, visceral hyper-
reflexia, and airway inflammation among others [3]. The channel consists of six 
TM spanning segments with the pore located between TM5 and TM6 [20, 33]. 
Additionally, four subunits are assembled as tetramers to form a functional chan-
nel. Most TRPs behave as nonselective cation channels, with Ca2+ permeability 
which is a salient feature of TRPV1 conductance [33]. Likewise, transient recep-
tor protein melastatin-7 (TRPM7) also conducts Ca2+ [58] and Zn2+ [34]. During 
ischemic conditions, intracellular [Ca2+] increases leading to Ca2+ overload and 
cell toxicity [33, 34, 58]. In conditions such as diabetes where acidic conditions 
are associated with inflammation, Ca2+ influx via TRP channels can cause activa-
tion of monocytes [65], thus modulating the immune response.

Potassium channels such as ATP-sensitive K+ channels (KATP) have also been 
shown to be sensitive to acid. Potassium inward rectifier 6.2 (Kir6.2) subunits in 
combination with SUR1 in oocytes display a graded response to pHo in both the 
presence or absence of CO2, the response is modulated by pHi manipulation [69].
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Systems Biology

The Eye

The distribution of the ASICs is concentrated in the CNS/PNS. Sensory organs like 
the eye, where cells in the microenvironment of the retina express ASICs, are sen-
sitive to pH fluctuation during ocular diseases [56]. Loss of retinal ganglion cells 
of the eye during ischemia contributes to poor vision and may eventually lead to 
blindness. Data have shown that in hypoxic conditions, Ca2+-permeable ASIC1a 
channels enact cytotoxic injury through Ca2+-mediated mechanisms leading to neu-
ron death. So far, at least three studies have investigated ASIC expression and func-
tionality in the eye [11, 44, 56].

Chemosensation

Other sensory modalities, like the tongue, have chemosensory neuronal innerva-
tions to convey taste information. ASICs have been implicated in taste sensation 
[54] and the superfamily of DEG/ENaC channels, in general, have been implicated 
in chemosensation transduction pathways involved in salt and sour taste [8, 14].

Synaptic Transmission

It is known that ASICs participate in synaptic transmission [62]. The hippocampus 
is an essential part of the brain that contributes to learning and memory. ASICs 
expressed in neurons found in the hippocampus and located at the postsynaptic 
membrane may be stimulated by ejection of protons from synaptic vesicles [62]. 
Mentioned earlier, ASICs are found in many brain regions. The hippocampus and 
cortex are principal areas being researched, where neurons can be isolated for cul-
ture and their characteristics pertaining to ASICs can be studied. At the cellular 
level, ASICs localize to the soma, the dendrites, and most importantly the synapse. 
The composition of ASIC expression along the neuron no doubt varies in the CNS, 
and neurons are most likely to express ASIC1a across all areas of the membrane. 
Loss of ASIC1a directly contributes to loss or impairment of spatial learning, fear 
and anxiety, eye blink conditioning, and other behaviors [62]. In a seminal paper, 
Wemmie et al. concluded that ASICs are expressed in synaptosomes and that the 
disruption of ASIC expression results in impaired hippocampal long-term potentia-
tion (LTP)[62]. They also suggest that NMDA channels, also involved in learning 
and memory, and synaptic plasticity, are impacted by activation of ASIC channels 
at the postsynaptic membrane [62].
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Cardiovascular/Respiratory

Physiologic mechanisms to detect and respond to pH changes are distributed widely. 
Examples of critical organs such as the central and peripheral chemoreceptors, aortic, 
and carotid bodies use pH sensing to maintain tissue homeostasis. Focusing on the 
centralized components, cardiovascular and respiratory centers are located in the brain 
within the pneumotaxic center, the dorsal respiratory group, and lastly the ventral re-
spiratory group [45]. CO2 rests in equilibrium with carbonic acid and when dissociated, 
separates into bicarbonate and H+; the greater the amount of CO2, the lower the pH. 
Increases in CO2 are subsequently sensed as acid in the peripheral chemoreceptors and 
triggers afferent neuron excitation [45]. In turn, this signal is relayed to central recep-
tors and areas of the brain that regulate breathing. Could ASICs or other mechanisms 
be involved in this process? More work is needed to clearly define how chemoreceptors 
process information on pHo. In guinea pig, acidosis decreases the basal tone of tracheal 
rings. This acid-induced airway relaxation seems to be independent of sensory nerves, 
suggesting a regulation of airway basal tone mediated by smooth muscle ASICs [28].

The detection of ischemia-related cardiac acidosis is sensed by cellular mech-
anisms such as ASIC1a, ASIC3, TRPV-1, and outwardly rectifying Cl− channels 
( ICl acid). Mentioned earlier, tissue acidosis is a major stimulus for afferent neuron 
signaling initiated via peripherally located ASICs. Found in mouse and guinea pig, 
atrial and ventricular cardiomyocytes, ICl acid are stimulated by a decrease in pHo 
causing an outward flux of anions [71]. This response is in line with tissue acidosis 
resultant of lactate but the physiological significance of this discovery has yet to 
be determined. More supporting in vitro evidence for acid sensing in cardiac dor-
sal root ganglion show that ASIC3-mediated current most clearly mimics in vivo 
physiology. A characteristic of ASIC3-mediated current is the sustained component 
which may contribute to the long-lasting sensation of angina [70]. However, ASIC 
current, also dependent on subunit composition, is modulated by anions affecting 
the pH dependence of activation and desensitization kinetics [40]. This might lay a 
possible link between anion flux by ICl acid, a possible extracellular fluid composi-
tion sensing mechanism of ASICs, along with pHo sensing. Highlighting this pro-
posed extracellular fluid sampling paradigm, in metabolic diseases such as diabetes 
mellitus, ASIC3’s exquisite sensitivity to H+ plays a role in insulin resistance by 
yet unresolved mechanisms [64]. The aforementioned ligand-gated CIC may play a 
role in regulating ASIC inhibition by concurrent opening of GABA receptors [17].

Pathologies Associated with Dysregulation of pH Sensing

CNS: Acidosis-Mediated, Glutamate-Independent 
Neuronal Injury

ASICs are largely responsible for acidosis-mediated, glutamate-independent neu-
ronal injury in ischemic brain [48, 66, 68]. Injury is at least partially caused by 
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a flux of Ca2+ that cannot be overcome by endoplasmic reticulum buffering. In 
addition, Ca2+ calmodulin-dependent protein kinase II (CaMKII) is also coupled 
with ASIC1a activation, promoting acidosis-mediated ischemic damage [29]. Traf-
ficking and scaffold protein PICK1 also plays a role in ASIC1a-mediated neuronal 
injury by increasing surface expression of the ion channel possibly during acidic 
conditions [37].

Recently discovered mambalgin-1 attenuates pain in the PNS by limiting ac-
tivation of ASIC1a, ASIC1b, ASIC1a + ASIC2b, and ASIC1a + ASIC2a homomers 
and heteromers, respectively [25]. Perhaps this newly derived peptide might pro-
tect against ASIC-mediated stroke pathologies primarily because ASIC1a + ASIC2a 
heteromers are highly expressed in the brain. Currently, protection from stroke 
using the nonspecific ASIC antagonist amiloride has proven successful in animal 
models but lacks the specificity of mambalgin-1 and PcTX1 [68]. Therapeutic cock-
tails of ASIC inhibitors may be prepared and tested, in combination, for additive 
or synergistic effect. Additionally, protection can be effected though gene knock-
out in experimental animals or directly by intracerbroventricular administration of 
NaHCO3

− [48].

PNS: Pain, Acidosis

In the PNS, sensory transduction is carried by neurons containing various ASIC 
subunits, some of which are homomeric and others form heteromultimeric channels. 
In addition to ASIC1a, ASIC2 splice variants 2a and 2b are expressed in the dorsal 
root ganglion [24] and colocalize with ASIC3 [1]. Alverez de la Rosa speculates 
that the ASIC2 + ASIC3 pairing may serve as a mechanism for mechanotransduc-
tion activated by stretch, swelling, or suction applied to the cell membrane as found 
in Caenorhabditis elegans which contains an orthologous ASIC2 mechanosensa-
tion mechanism [1, 24]. Additionally, ASIC1 and ASIC3 homomers were identified 
in dorsal root ganglia (DRG) where ASIC3 contributes to pain transduction [1, 24, 
55]. Inflammation may cause tissue acidosis leading to depolarization and sensa-
tion of pain. Conversely, experimental ASIC3 silencing has led to reduced pain 
sensitization in mice [23]. In humans, aberrant expression of ASIC3 could elicit 
pain from slight deviation in pH [23].

PNS transduction of pain is relayed from sensory nerve endings that are 
stimulated by heat, cold, mechanical deformation, inflammation, tissue damage, 
and chemical stimuli. ASIC1a and ASIC3 subunits are both expressed in the 
PNS and are the subject of intense investigation to find alternative therapeutic 
remedies for analgesia. ASIC3−/− knockout animals display a variety of physi-
ological characteristics modulating pain perspective, especially at moderate and 
high-intensity pain [15]. Perhaps there is an indirect link between the activity of 
ASIC1a- and ASIC3-mediated pain during periods where high or chronic stress 
may prevail? Nevertheless, a complex interplay exists between ASIC subunits 
as exemplified by ASIC3/ASIC2b pairing while prevalent paradigms have sug-
gested that ASIC3 homomers are the sole mediator of pain [24]. The interrelated 
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nature of ASICs interaction has set forth a new postulate that a triple gene knock-
out of ASIC1a, 2 and 3 would have an effect on mechanosensation and pain. 
Interestingly, a total knockout of ASICs in mice (excluding ASIC4) did not de-
crease sensation of pain or decrease nerve firing; but, increased cutaneous mech-
anosensation [38]. Compensatory up- or downregulation of other ion channels 
might be involved in mechanosensation and detection of noxious stimuli like that 
of localized tissue acidosis.

Still further, other mechanisms may mediate pain due to acidosis. Recently, an 
interesting phenomenon was reported by Qiu et al. that serotonin (5-HT2) enhanced 
ASIC current in DRG neurons via intracellular mechanisms, although the specific 
subunit composition is yet to be determined [49].

Degenerative diseases such as osteoarthritis have pain mediated by ASIC3 which 
can be attenuated by ASIC3 selective blocker APETx2. Interestingly, ASIC3 poly-
morphisms are involved in human insulin resistance which is related to glucose 
metabolism [64]. Although seemingly unrelated, ASIC3 expression in peripheral 
sensory neurons may include metaboreceptive capabilities corresponding to tissue 
acidosis.

Summary and Conclusion

Key points:

•	 Acid activates ASICs from a constitutively closed configuration to an active con-
ducting state and finally a desensitized state where the molecule is insensitive to 
protons [12].

•	 Multiple sites on the ED of ASIC1a contribute to acid sensing.
•	 Pore opening requires the coordinated rotation of TM2 domains.
•	 Other ligands such as FMRF amide and neuropeptide FF are able to modulate 

ASICs. Perhaps other endogenous ligands can activate this ion channel.
•	 ASICs are largely responsible for acidosis-mediated, glutamate-independent 

neuronal injury in the ischemic brain through the flux of Ca2+.
•	 Other ion channels and receptors are involved in acid sensing: TRPs, N-methyl-

D-aspartate receptors, outwardly rectifying Cl− channels and ATP-sensitive K+ 
channels.

Current evidence supports the role of ASICs and other receptors in acid sensing, 
acid-induced pain, acid-induced injury, and acid-induced feedback of homeo-
static mechanisms. Characteristically expressed in neurons of the CNS and PNS, 
acid-sensing molecules are distributed throughout the body in a variety of tissues. 
The structure of each acid-sensing molecule is unique and is intimately related to 
the function of the channel. Each acid-sensing molecule has a specialized func-
tion and contributes to the overall balance of pH sensing and pH regulation. As 
a channel directly activated by extracellular protons, ASIC research should be 
considered to be at the forefront of disease where acidic conditions are generated. 
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ASIC targeting may represent a new avenue for the treatment of injury caused 
by ischemic stroke and other neurological diseases. Other important channels 
like TRPV1 also represent a promising area of research related to pain and tissue 
inflammation. Furthermore, NMDA channels have also been studied intensively 
for their role in neuropathies but interestingly are linked to neuronal injury via 
functional coupling with ASICs [29]. In the PNS, new acid-sensing molecule 
antagonists are relevant to analgesic development for related diseases and con-
ditions involving pain and inflammation. Please see Fig. 2.1. More studies are 
needed to further evaluate remaining mechanisms to sense acidity.

Fig. 2.1   pH sensing in neurons: ASICs expressed on the surface of neurons are activated by extra-
cellular H+. ASIC1a homomeric channels have clear permeability to Ca2+, establishing them as 
mediators of Ca2+-mediated ischemic neuronal injury. External [Ca2+] can reduce the conductance 
of ASIC1a and ASIC2a; there is speculation that ASIC3 becomes impermeable after high affinity 
Ca2+ binding. Phe-Met-Arg-Phe ( FMRF) amide and neuropeptide FF, found in humans, modify 
channel properties by potentiating or inducing a sustained component but not activation of ASICs. 
N-methyl-d-aspartate (NMDA) channels, involved in learning, memory, and synaptic plasticity, 
are impacted by activation of ASIC channels due to membrane depolarization. Phosphorylation by 
CaMKII enhances ASIC activity as a result of NMDA activation. Protein interacting with C-kinase 
( PICK1) has been show to regulate the activity of ASICs. Transient receptor potential channels 
( TRPs) such as TRPV1 can be activated by H+ or capsaicin. Abbreviations: ASICs acid-sensing ion 
channels, IP3R inositol triphosphate receptor, PICK1 protein interacting with C-kinase, CaMKII 
Ca2+/calmodulin-dependent protein kinase II, FMRF amide Phe-Met-Arg-Phe neuropeptide
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Pkd2l1	 Polycystic kidney disease 2-like 1
SP	 Substance P
TRC	 Taste receptor cell
TRPV1	 Transient receptor potential, vanilloid receptor subtype-1
WGA	 Wheat germ agglutinin

Introduction

Taste plays an important role for organisms in determining the properties of ingested 
substances by conveying important information on five basic taste modalities—
sweet, salty, sour, bitter, and umami. Sweet, salty, and umami taste modalities convey 
the carbohydrate, electrolyte, and glutamate content of food, indicating its desirability 
and stimulating appetitive responses. Sour and bitter modalities, on the other hand, 
convey the presence of acidity and potential toxins, respectively, stimulating aversive 
responses to such tastes [1].

In recent years, the receptors mediating sweet, bitter, and umami tastes have been 
identified as members of the T1R and T2R G-protein-coupled receptor (GPCR) 
families, while the molecular mechanisms underlying sour taste have yet to be 
clearly elucidated [8, 27, 28, 33, 58].

Acidic Perceptions in Taste

Substances that stimulate acidic taste in the oral cavity can be divided into at least 
two categories. Mineral (strong) acids such as HCl are fully dissociated in aque-
ous solutions and are detected as sour tasting via protons (H+, but more precisely 
hydronium, H3O

+, ions). Organic (weak) acids like acetic acid (HOAc) on the other 
hand do not fully ionize in aqueous solutions, and in addition to forming protons 
(as with mineral acids), also exist as protonated (undissociated) species (HOAc) 
that appear to be able to diffuse directly into and acidify the cytosolic contents of 
taste receptor cells (TRCs) to stimulate sour taste [40]. This fits well with reported 
observations that organic acids are perceived to be more sour than mineral acids at 
the same pH [42], and that the sour taste threshold for HCl occurs at a lower pH 
than organic acids [16].

Interestingly, a study on the effects of taste adaptation and cross-adaptation to 
HCl and acetic acid in human subjects suggests the acid reception process fol-
lowing exposure to protons, and undissociated acids are different and perhaps in-
dependent [14], setting the stage for the possibility that there are multiple, even 
redundant, pathways that lead to sour TRC activation, which is substantiated by 
experimental evidence showing the involvement of both protons and undissociated 
acid molecules in the sour TRC activation process [7, 23]. This is echoed in the 
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inability to predict the taste intensities of different sour-tasting compounds by pH 
(proton concentration) [42], titratable acidity (amount of NaOH required to raise 
the pH to 8.2) [61], or buffer capacity (amount of strong acid/base required to shift 
pH by 1 unit) [15]. More recently, it has also been proposed that the sour intensity 
perception is best predicted by the sum total of the concentrations of all the pro-
tonated molecular species plus the proton concentration [31], suggesting that both 
mechanisms of sour taste cell activation contribute to the differences in intensity of 
sour-tasting compounds.

Physiological Components of Taste

The Mammalian Taste System

Taste compounds taken into the oral cavity are detected by taste receptors localized 
in the taste pore areas at the apical end of taste buds [27, 28]. In the oral cavity, there 
are three major gustatory regions where taste buds are abundantly distributed: the 
circumvallate papillae (CvP), foliate papillae (FoP), and fungiform papillae (FuP), 
all found on the tongue, and also distributed singly on the soft palate ([47, 59, 60, 
62, 67, 77]; Fig. 3.1, center and right panel).

Fungiform Papilla (FuP)

Foliate Papilla (FoP)

Circumvallate Papilla (CvP)

Chorda Tympani

Glossopharyngeal

Geniculate 
Ganglion (CN VII)

Petrosal 
Ganglion (CN IX)

Nucleus of the Solitary Tract

Parabrachial Nucleus 

Thalamus

Gustatory Cortex

Fig. 3.1   Anatomy of taste. Left panel: The neural wiring of acid taste sensors is transmitted 
through the chorda tympani (CN IX) and glossopharyngeal (CN VII) nerves and converges in the 
NST and is transmitted to the gustatory cortex through the PbN and thalamus. Center panel: Dia-
grammatic representation of a rodent tongue, with FuP present in the anterior aspect, FoP present 
in anteriolateral folds, and a single CvP in the mid-anterior of the tongue. Right panel: Illustration 
of the shapes of different papillae and taste bud location
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Each taste bud forms an onion-like shape and is composed of 50–100 TRCs. 
Based on the intensity of staining and the ultrastructure of the cytoplasm, as ob-
served by electron microscopy, the TRCs in each taste bud have been classified 
into four morphological types (Fig. 3.2). Type I (dark), type II (light), and type III 
(intermediate) taste cells are elongated and spindle shaped, whereas type IV taste 
cells are round; the latter are located at the bottom of the taste buds and are thought 
to be progenitor cells of other types of TRCs [8]. Recent studies revealed that each 
type of TRCs plays different roles in taste detection. Type I cells appear to be “glial-
like” cells, morphologically wrapping around other TRCs and producing enzymes 
that degrade ATP released by type II cells [2]. Type II cells are responsible for the 
detection of sweet, bitter, or umami taste [10, 12]; they do not form conventional 
synapses and appear to release ATP as a transmitter, which appears to activate close-
ly associated nerve afferents expressing P2X receptors [13, 76], along with adjacent 
taste cells expressing P2Y receptors [17, 24]. Type III cells that mediate sour taste 
transduction are on the other hand “presynaptic,” [22, 23] forming synaptic contacts 
with the intragemmal nerve fibers and are thought to use serotonin (5-HT) as a neu-
rotransmitter [24, 21].

Neural Wiring of Acid Sensing Systems

In general, taste buds are connected to the central nervous system (CNS) via cranial 
nerves (CN) VII (facial nerve) and IX (glossopharyngeal, GL, nerve; Fig. 3.1, left 
panel). Taste buds in the FuP are scattered on the anterior tongue, and together with 
those in the soft palate are innervated by the chorda tympani (CT) and the greater 
superficial petrosal (GSP) nerves. These nerves are branches of CN VII, and their 
cell bodies are accumulated in the geniculate ganglion (GG). In contrast, taste buds 
in the CvP and FoP are located in the posterior region of the tongue and are mostly 
innervated by CN IX, which has cell bodies in the nodose/petrosal ganglion (NPG). 
Taste information detected by taste buds at the periphery is transmitted to peripheral 

Epithelium

Type II Receptor Cell

Type III Presynaptic Cell

Type I cell

Taste Pore

Basal Cell (Type IV)

Nerve A�erents

H+ H-AcidFig. 3.2   Illustration of a 
taste bud. A taste bud is sur-
rounded by lingual epithelia, 
and has a taste pore through 
which taste stimuli enter. 
There are four TRC cell types 
in the taste bud, type I glial-
like cells, type II receptor 
cells, which detect sweet, 
umami, and bitter, type III 
presynaptic cells, which are 
the sour-transducing TRCs, 
and type IV basal cells 
thought to be progenitor cells 
responsible for replacing 
TRCs
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gustatory neurons in the geniculate, petrosal, and nodose ganglia and further con-
veyed to central gustatory neurons, including the nucleus of the solitary tract (NST), 
parabrachial nucleus (PbN), thalamus, and primary gustatory cortex in the insula 
[47, 59, 60, 62, 67, 77].

The wheat germ agglutinin (WGA) transgene has been used as a transneuronal 
tracer to label neural pathways that originate from cells genetically modified to 
express WGA in a variety of nervous systems, including the gustatory system [11, 
50, 51, 78, 79]. To visualize the gustatory pathway that originates from sour-sensing 
TRCs in the posterior region of the tongue, transgenic mouse lines in which WGA 
was expressed in the type III taste cells of the CvP and FoP under the control of 
mouse polycystic kidney disease 1-like 3 (Pkd1l3) gene promoter/enhancer have 
been established [73]. Pkd1l3 exhibits specific expression in the TRCs of the CvP 
and FoP but not in the FuP [22, 29] or the solitary chemoreceptor cells of the nasal 
epithelium [50]. Pkd1l3-driven WGA not only confirmed innervation of the CvP 
and FoP by neurons of CN IX in the NPG but also revealed a small number inner-
vated by neurons of CN VII in the GG via the CT, verifying previous electrophysi-
ological reports of these connections in rats [74]. The transgenic mice genetically 
revealed the sour gustatory pathway from the Pkd1l3-positive sour TRCs in the 
posterior region of the tongue primarily through the peripheral gustatory neurons 
in the NPG and GG to the central neurons in the NST. This pathway was labeled 
separately from the trigeminal neural pathway, which mediates nociception.

Acid Nociception

In addition to the sour taste, acid at sufficient concentrations can also induce pain 
via nociceptors. These acid nociceptors have been extensively studied in the skin, 
and can be blocked by the general DEG/ENaC ( Caenorhabditis elegans degenerin/
human epithelium amiloride-sensitive Na+ channel) inhibitor amiloride. In the oral 
cavity, substance P (SP) expressing nerve fibers, which have been implicated in 
pain sensing in the peripheral nervous system (PNS) [43], have been found to in-
nervate CvP and FuP via CN IX and V (trigeminal), respectively [18, 46], sug-
gesting that these fibers could be involved in acid nociception in the oral cavity. 
pH-sensitive transient receptor potential, vanilloid receptor subtype-1 (TRPV1) and 
acid-sensitive ion channels (ASICs) are also expressed in human trigeminal gan-
glion neurons [70], which relay all nociceptive and somatosensory stimuli from the 
face and mouth to the CNS.

Molecular Basis of Acid Sensing

There have been a number of attempts at identifying the physiological acid sensor 
and signal transduction pathway that mediates acid sensing in taste cells, but thus 
far there have been no conclusive findings that point to a master acid sensor in 
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mammalian TRCs. The search for this sensor has been complicated by the fact that 
virtually every protein contains amino acid residues that can bind protons, resulting 
in pH-dependent effects on most channels, transporters, and signal transduction 
molecules, further highlighting the importance of maintaining appropriate acid–base 
balance in most cells. This results in a level of difficulty to show that the pH effects 
on a specific protein are related to function of the physiological acid sensor without 
requiring sophisticated and complicated in vivo experiments.

While there is widespread acidification of TRCs on exposure, only a subpopula-
tion of TRCs showed stimulus-related Ca2+ signals upon application of acid stimulus 
[55], which are mediated by action potential generation, leading to membrane de-
polarization and subsequent activation of voltage-gated Ca2+ channels, which could 
arise from reduced cytosolic pH buffer capacity or expression of proton-sensitive 
transduction molecules. These cells were subsequently identified as the presynaptic 
type III cells in taste buds [44], and intracellular protons have been proposed to be 
the proximate stimulus for acid sensing [23, 31].

In particular, the ability of both protons and protonated organic acids to mediate 
activation of sour sensing TRCs by seemingly separate pathways introduces two 
separate but related stimuli that contribute to the same sensory outcome, both of 
which require investigation. Further complicating the picture is the apparent activa-
tion of both bitter and sour TRCs by high concentrations of salt [52], which could 
mean that either the local pH around sour TRCs or their sensory mechanism is af-
fected by salt content of the stimulus.

Perhaps because of these confounding factors, a large number of candidate mol-
ecules that could figure into the molecular basis of acid sensing have been identi-
fied by a number of laboratories, the most significant of which are Pkd1l3 and/
or polycystic kidney disease 2-like 1 (Pkd2l1), ASICs, hyperpolarization-activated 
cyclic nucleotide-gated channels (HCNs), two-pore domain K+ channels (K2Ps), 
and carbonic anhydrase 4 (Car4; Fig. 3.3). Due to the many confounding factors 
previously explored, two main criteria must be met for the acid sensor to be identi-
fied—the molecule must be expressed in the appropriate (type III) TRCs, and it 
must be shown that an absence of the molecular sour-sensing TRCs in vivo elimi-
nates or greatly diminishes the sour taste modality, and has no major effect on the 
other modalities. Currently, only Pkd2l1 [19] and Car4 [6] have been demonstrated 
to be required for sour taste detection in vivo by using gene knockout mice.

Pkd2l1/Pkd1l3

Pkd2l1 is a member of the TRP channel superfamily, and has six transmembrane 
(TM) domains and a putative pore region between the fifth and sixth TM domains 
(TM5 and TM6), similar to other TRP channel family members, most of which 
play important roles in signal transduction in various sensory systems, including 
vision, smell, pheromone, hearing, touch, osmolarity, thermosensation, and taste 
[53]. Pkd1l3 is a large protein with a very long N-terminal extracellular domain, 
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followed by 11 TM domains that include a 6-TM TRP-like channel domain at the 
C-terminus. Due to structural differences, Pkd1l3 is not classified as a TRP channel, 
but is distantly related to TRP channels in amino acid sequence.

Pkd1l3 and Pkd2l1 are robustly coexpressed in the same subset of type III TRCs 
of the CvP and FoP, which are distinct from the sweet-, bitter-, and umami-sensing 
type II cells [22, 29]. In addition, Pkd2l1, but not Pkd1l3, is expressed in TRCs of 
the FuP and palate [22].

To investigate the role of Pkd2l1-expressing cells in mouse, transgenic mice in 
which Pkd2l1-expressing cells were genetically ablated using the diphtheria toxin A 
fragment (DTA) were generated [22]. In these animals, electrophysiological record-
ings of CT nerves revealed a complete lack of responses to sour stimuli, while a 
variety of taste stimuli representing the other taste modalities of sweet, salty, umami, 
and bitter were unaffected, indicating that these Pkd2l1-expressing type III cells 
function as sour TRCs.
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Fig. 3.3   Proposed sour sensing molecules. Clockwise from top left. Pkd1l3/Pkd2l1 functions in 
CvP and FoP cells as an “off sensor” to signal the removal of an existing acid stimulus. Pkd2l1 
(along with an unknown partner) contributes to the sour-mediated depolarization of FuP TRCs. 
For both cases, it is likely that the conductances are similar to other TRP channels (Ca2+ and Na+), 
but it is not clear whether intracellular or extracellular H+ gates the channel. ASICs are proposed to 
open in response to extracellular H+ and allow Na+ entry for TRC depolarization. HCN channels 
are also proposed to be gated by extracellular H+, and permit Na+ and K+ movement. Intracellular 
H+ prevent K+ from exiting through K2P channels, stopping the K+ leak current and depolarizing 
the TRC. A yet unknown H+ channel that is Na+ impermeable allows direct H+ entry into the cell 
for depolarization. Acid-sensitive GPCRs that function in kidney cells could mediate cell depo-
larization via the Gs-cyclic-AMP pathway. There are also likely additional unknown sour taste 
receptor(s) that have yet to be discovered. All of these mechanisms lead to generation of action 
potentials in the TRC, which activate voltage-gated Na+, K+, and Ca2+ channels and cause synaptic 
release of serotonin
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Studies in a heterologous expression system using human embryonic kidney 
(HEK) 293T cells showed the interaction of PKD1L3 and PKD2L1 proteins with 
each other through their TM domains, and that this interaction is required for their 
functional cell surface expression [29, 30]. In addition, PKD2L1 protein did not 
localize to the taste pore but was distributed throughout the cytoplasm in TRCs of 
CvP and FoP in Pkd1l3 KO mice [30]. Functional analyses using Ca2+-imaging and 
patch-clamp recordings also showed that HEK293T cells transfected with Pkd1l3 
and Pkd2l1 specifically responded to a variety of sour compounds, including citric 
acid, hydrochloric acid, malic acid, and acetic acid, whereas they did not respond to 
other taste–quality classes [29].

Pkd1l3 and/or Pkd2l1 knockout mice were generated and analyzed using taste 
nerve recordings. In Pkd2l1 knockout mice, CT nerve responses to sour stimuli 
were significantly reduced compared with wild-type mice [19], even though Pkd1l3 
is not expressed in the areas innervated by CT. In contrast, CT nerve responses in 
Pkd1l3 knockout mice and GL nerve responses in single- and double-KO (both 
Pkd1l3 and Pkd2l1) mice were comparable to the responses in wild-type mice [19, 
48]. These results indicate that Pkd1l3 is not required for acid detection in TRCs, 
Pkd2l1 is required at least in part for acid sensing in TRCs innervated by the CT 
nerve (FuP and palate TRCs), and that there is a different sour-sensing mechanism 
for TRCs innervated predominantly by the GL nerve (FoP and CvP TRCs).

Subsequent studies revealed that the Pkd1l3/Pkd2l1 channel has a unique 
property, which we referred to as an “off-response,” meaning that this channel 
is activated after the removal of an acid stimulus, even though initial acid exposure 
is essential [26]. In addition, Ca2+-imaging and patch-clamp recordings using na-
tive taste cells revealed that off-responses upon acid stimulation were observed in 
type III cells isolated from the CvP (which coexpress Pkd1l3 and Pkd2l1) but not in 
cells isolated from the FuP (which expresses Pkd2l1 but not Pkd1l3) of glutamate 
decarboxylase (GAD) 67-green fluorescent protein (GFP) knock-in mice, which 
identify type III cells with GFP [32]. A similar analysis using taste cells isolated 
from Pkd1l3 and/or Pkd2l1 knockout mice may clarify whether and how these two 
molecules play crucial roles in the “off-response” in taste cells. Future studies will 
be needed to identify on-response receptors other than PKDs that are involved in 
sour taste detection, and the physiological relevance of the Pkd1l3/Pkd2l1-mediated 
off-response.

Acid Sensing Ion Channels

ASICs are proton-gated, amiloride-sensitive, voltage-insensitive cation channels 
belonging to the DEG/ENaC superfamily of ion channels [4]. There are at least 
six known mammalian ASIC subunits transcribled via alternate splicing from four 
ASIC loci (ASIC1–4 [37]), each containing two TM domains, a large extracellular 
loop and small intracellular loops forming homo- or heteromultimeric ion channels, 
which seem to favor Na+ permeability when open [3]. ASIC expression seems to be 
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enriched in neuronal tissues [38, 72], and in particular many subunits are expressed 
in dorsal root ganglion (DRG) nociceptive neurons [71], implying a role in pain per-
ception at the periphery, and have been proposed to mediate proton-gated currents 
observed during myocardial ischemia [65, 69].

Therefore, for the obvious reason that ASICs are proton-gated ion channels, 
ASICs have been an obvious candidate as the acid sensor in TRCs. Early electro-
physiological experiments showed that amiloride-sensitive channels are involved 
in sour taste in rats [49], suggesting the involvement of DEG/ENaC channels in 
sour taste sensation. Using a combination of homology screening and functional 
expression approaches, Ugawa et  al. screened a rat CvP complementary DNA 
(cDNA) library and showed that ASIC2a and ASIC2b transcripts are present in 
taste cells, and ASIC2a/2b heteromeric channels are present in a subset of taste 
cells that resembled type III cells [68]. Unfortunately, ASIC2 subunits do not 
appear to be expressed in mouse taste cells, and ASIC2 KO mice show normal 
physiological responses to acid tastants [57]. ASIC1 subunits have been observed 
in mouse tongue [4], although there have been no reports examining its function 
in sour taste. Incidentally, ASIC3 is expressed in small diameter DRG neurons that 
coexpress SP in the PNS [54]. As SP-expressing neurons have been observed to 
innervate taste buds [18, 46], ASIC3 may play a role in the nociceptive sensing of 
acid, which has yet to be fully explored.

In short, though ASICs are logical candidates for the molecular acid taste sensor, 
there has been some conflicting evidence for their involvement in acid taste sensing, 
and reports so far have not employed ASIC KO strategies to investigate the in vivo 
role of ASICs in acid taste.

Hyperpolarization-Activated Cyclic Nucleotide-Gated 
Channels

HCN channels are members of the pore-loop cation channel superfamily [80], and 
in mammals, comprise four members, HCN1–4 that form tetrameric Na+ and K+ 
permeable channel complexes that are activated following membrane hyperpolar-
ization, and which can be blocked by extracellular Cs+ [5]. Each HCN is composed 
of a cytosolic N-terminal domain, a six TM core containing the gating mechanism 
and pore domain, and a large intracellular C-terminal domain that binds cyclic 
nucleotides [5].

Stevens et al. showed HCN1 and HCN4 to be expressed in gustducin-negative 
type III TRCs, observed a hyperpolarization-activated current that was enhanced 
by sour stimulation at the taste pore consistent with HCN kinetics, and proposed 
that HCN channels may act as sour taste receptors via gating by extracellular pro-
tons [63]. This contradicts the notion that intracellular acidification is the proximate 
stimulus, which would decrease the HCN activation threshold and slow channel 
opening [45, 81], and is verified by the observation that blocking HCNs in mice 
with Cs+ did not affect acid-evoked responses [55]. It would thus appear unlikely 
that HCNs play a major role in acid taste.
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K2P Channels

K2P channels are potassium leak channels that establish membrane potentials of all 
cells, and are especially important in determining the resting potential in neuronal 
cells. They are homodimeric proteins that each contain four TM and two pore-lining 
domains [34], and their conductances are sensitive to Ca2+, cyclic nucleotides, or 
pH [66].

K2P channels are expressed in the tongue tissue of mice [56] and rats [36], and 
in particular TWIK-1 and TASK-1 K2P channels appear preferentially expressed 
in taste cells, and are modulated by changes in intracellular acidification [9, 34, 
35, 41]. Pharmacological block of TASK-1 to simulate the effects of intracellular 
acidification appeared to enhance taste cell response to citric acid, consistent with 
a model in which intracellular acidification by acid tastants blocks the resting K+ 
leak current of TASK-1 [56]. This evidence supports a role for channels in acid 
stimuli-mediated depolarization of type III taste cells, but it is still not known if K2P 
channels are necessary or sufficient for sour sensing.

G-Protein-Coupled Receptors

GPCRs are ligand-activated, 7-TM proteins associated with heterotrimeric G proteins. 
GPCRs function in a wide variety of sensory mechanisms including sight and olfac-
tion and signal through second messenger cascades. There are two known proton-
sensing GPCRs, OGR1 and GPR4 [39]. GPR4 is a Gs-coupled GPCR and has been 
shown to function as a pH sensor in mice, affecting vascular and renal function when 
knocked out in mice [64, 75]. While it is not known if type III acid-sensing taste 
cells express acid-sensitive GPCRs or the associated signal transduction machinery 
required during activation, evidence for GPCR function in the crucial proton-sensing 
role in kidneys means that the function of GPCRs in acid taste is a possibility that 
should be more fully investigated.

Unknown Proton Channel or Transporter

Recently, Chang et al. demonstrated in PKD2L1-expressing sour taste cells from 
the mouse CvP the sufficiency of a Zn2+-sensitive H+ transduction current to gener-
ate action potentials independent of the presence of Na+, and which is necessary for 
taste cell activation by strong acids. These findings point to a new class of proton 
channel or transporter which has not been previously considered that allows for di-
rect proton entry into sour-sensing TRCs and is sufficient to depolarize these cells, 
and presumably elicit sour taste.
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CO2 Sensing by CA

One special case of acidic taste is the sensing of CO2 by taste cells. In mammals, 
carbonation elicits both somatosensory and chemosensory responses in the oral 
cavity. CT nerve recordings showed responses to aqueous and gaseous CO2 in a 
dose-dependent manner [6]. To identify TRCs sensing CO2, taste nerve recording 
was performed on transgenic mice in which sweet or sour-sensing TRCs were spe-
cifically ablated by using cell-specific DTA expression. PKD2L1-DTA mice lacking 
sour-sensing type III cells did not show CT nerve responses to various concentration 
of CO2, demonstrating that CO2 is detected by the same TRCs as citric acid, acetic 
acid, and hydrochloric acid.

To identify a candidate receptor for carbonic acid, gene expression profiles in 
sour-sensing TRCs in wild-type mice were compared with those in taste buds of 
PKD2L1-DTA mice using a microarray technique. Car4, a member of CA family, 
was identified to be specifically expressed in sour-sensing TRCs. CAs are implicated 
in detecting CO2 in various sensory systems including olfaction [20] by reversibly 
catalyzing the conversion of CO2 to carbonic acid. Immunohistochemical staining 
using an anti-Car4 antibody revealed the expression of Car4 protein specifically in 
sour-sensing TRCs.

To verify the possibility that Car4 functions as a bona fide CO2 sensor in taste sys-
tem, CT nerve responses to CO2 stimuli were examined using Car4 knockout mice 
and benzolamide, an inhibitor for CAs. In both cases, CT nerve response to CO2, 
but not citric acid, was significantly reduced compared to wild-type mice. Thus, the 
detection of CO2 is mediated by Car4 expressed in type III cells in mice, catalyzing 
the formation of carbonic acid, which then can be detected as a sour stimulus by 
the acid-sensing taste cells. Even though the Car4 pathway is a highly specialized 
mechanism for sensing of CO2 as sour, it is a rare case where one specific gene 
product has been shown to be necessary for sensing a sour-tasting chemical, but it 
remains unknown if Car4 functions as a CO2 sensor in humans.

Discussion

What Is Clear

Although the identity of the sour taste sensor is still not clear, there are some 
conclusions about this sensor that we can draw from the gathered evidence. Conver-
gent experimental data indicate that the sour detection machinery is housed within 
Pkd2l1-expressing, presynaptic, type III TRCs or a subset of these cells. There is 
also evidence showing both dissociated protons and protonated acids stimulating 
the depolarization of these sour-sensing TRCs, which also supports the hypothesis 
that intracellular acidification is the proximate stimulus of sour taste.
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Among the current list of candidate molecules, Pkd2l1 stands out as the only 
molecule so far that has been shown, by in vivo knockout experiments, to be in-
volved in sour taste sensing, and could function, at least in the FuP papillae, as part 
of the sour-sensing mechanism in those cells.

What Is Not Clear/Needs Clarification

Many questions remain in the search for the sour sensor, including the identity of 
the sensor itself, but some of the other questions that remain may aid us in the search 
for the sour sensor. Chang et  al. demonstrated the presence of a Zn2+-sensitive, 
H+ selective channel that is sufficient to depolarize sour TRCs [7]. If those data are 
accurate, finding this proton channel could be key to understanding acid sensing 
in TRCs, both by elucidating the mechanism underlying strong acid taste and as a 
means for perturbation, since blocking or removing it may help determine the role 
of protonated acids in acid taste.

Another hole in our knowledge is the lack of evidence for the in vivo function of 
the other proposed sour-tasting candidates, as a number of them play important roles 
outside of their proposed role in sour taste. Since we have a reliable genetic marker 
for sour-sensing TRCs (Pkd2l1), sour TRC-specific knockout experiments will en-
able determination of their involvement in sour sensing. In addition, the intriguing 
“off-response” mediated by Pkd1l3/Pkd2l1 in TRCs in the CvP requires further inves-
tigation, as its presence implies a physiological function that we do not yet understand.

The Many Paths to Sour Sensing

There is also evidence that there could be multiple mechanisms involved in acid 
sensing in sour-sensing TRCs, foremost of which is the existence of two basic sour 
stimuli, protons and protonated acids, and further supported by the data showing 
that ASIC2 is involved in rat acid sensing, while not being expressed at all in sour-
sensing TRCs in mouse, which may indicate that in there is not a universal or master 
acid sensor in these TRCs but two or more concurrent pathways that all contribute 
to acid sensing.

This seems to be the case in a human study, where Huque et al. examined FuP 
tissue in two patients suffering from sour ageusia compared to normal controls 
by performing RT-PCR search for likely candidate molecules for the sour sen-
sor (ASIC/PKD/ENaC members) [25]. Both patients displayed abnormally high 
detection thresholds for citric acid (representing sour taste) but normal detection 
thresholds for the other taste modalities. While not a complete loss of detection, 
these patients were nevertheless categorized as having profound loss of sour taste. 
FuP cells from both patients were found to lack all ASICs as well as both Pkd1l3 and 
Pkd2l1, while ∂-ENaC appeared to be normally expressed, in contrast with normal 
sour tasters, whose FuP cells expressed ASICs and Pkd1l3/2l1. The simultaneous 
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lack of ASICs and PKDs in both sour ageusic patients hints at a two-hit mechanism 
for their ageusia, and could mean that there are multiple paths to sour sensing.

Taken to the extreme, this could mean that the unique presynaptic nature of type 
III sour-sensing TRCs—their ability to be depolarized, to generate action poten-
tials, and to release neurotransmitters—makes them the only cells that are able to 
transmit the broad-based cytosolic acidification of the lingual epithelium caused 
by sour tastants. In short, they are the only taste cells capable of transmitting this 
depolarizing acidification; and H+, PKD, ASIC, HCN, and K2P channels expressed 
in these cells work at the same time to depolarize the TRC, and basically only serve 
to enhance the sensitivity of the sour TRC to its intended stimuli.

On the other hand, the apparent existence of multiple pathways may simply be 
because all of the candidate molecules are simply accessory molecules, and the 
“master” acid sensor is simply yet to be identified. Since the most direct route cur-
rently proposed for TRC acidification is the proton channel, the discovery of such 
a channel and its genetic manipulation could allow us to determine the contribution 
of protons and protonated acids to sour TRC activation, and perhaps determine 
whether it is the “master” acid sensor.
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Introduction

The regulation of pH homeostasis in the body is tightly controlled by multiple phys-
iological systems, such as through respiration, renal excretion, bone buffering, and 
metabolic modulation [1–4]. Acids are inevitably produced as end byproducts of 
cell metabolism. In aerobic metabolism, pyruvate is converted into carbonic dioxide 
and water along with the production of adenosine triphosphate (ATP) through oxi-
dative phosphorylation. Based on the equilibrium, carbonic dioxide and carbonic 
acid are interconvertible. In anaerobic metabolism, pyruvate is directly lysed to lac-
tic acid with the production of much less ATP. No matter whether the end product is 
carbonic dioxide or lactic acid, these weak acids must be transported out of the cells 
to maintain a stable intracellular pH homeostasis which is essential for numerous 
biochemical reactions. Cells have a large array of acid and base transporters, such as 
Na+/H+ exchangers, H+-ATPase proton pump, and monocarboxylate transporters to 
maintain pH homeostasis [5−8]. After acids are transported out of the cells, they en-
ter blood circulation and are removed from the body through respiratory exchange 
and renal excretion.

Although tightly regulated, pH homeostasis is disrupted in many pathological 
conditions. For example, systemic acidosis may occur in respiratory, renal, and 
metabolic diseases, sepsis shock, and critically ill patients [1−4, 9]. Local acidosis 
frequently exists in ischemic tissues, solid tumors, inflammatory tissues such as 
arthritis and asthma, and other conditions [10−16]. Because of inadequate blood 
perfusion and hypoxia, cells have to switch to glycolytic metabolism. In the case 
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of cancer, tumor cells intrinsically have increased glycolysis even in the presence 
of oxygen, a phenomenon called “Warburg effect” [17]. Glycolytic metabolism of 
cells produces excessive amount of lactic acid, which is transported out of cells, 
together with other proton sources such as from carbonic acid, and ATP hydrolysis 
[18, 19], causing acidosis in local tissues. Studies show that the interstitial pH can 
fall to as low as 5.5–7.0 in ischemic tissues, solid tumors, and inflammatory tis-
sues [10−12, 14, 15]. Acidosis has profound effects on pathophysiology and can 
regulate cell death, proliferation, blood vessel function, immunity, inflammation, 
cancer progression and therapeutic response, pain sensation, and others [10, 11, 
14−16, 20, 21].

Acidic extracellular pH can be sensed by several types of cell-surface channels 
and receptors [22]. Among these, acid-sensing ion channels (ASICs) and transient 
receptor potential (TRP) ion channels have been most extensively studied. Upon 
activation by acidic extracellular pH, the acid-sensitive channels become permeable 
to ions and regulate cell activity. In addition to proton-activated ion currents, early 
studies by Smith et al. showed that the acidic extracellular pH can induce inositol 
polyphosphate formation and calcium efflux in cells, similar to the effects of brady-
kinin [23]. In contrast, acidification of intracellular pH cannot stimulate calcium ef-
flux. The authors suggested that the acidic pH may cause the protonation of a critical 
functional group, possibly the imidazole of histidine, of a cell-surface receptor [23]. 
More studies from the same group further substantiated that the acidic extracellular 
pH evokes calcium mobilization through a putative cell-surface receptor [24], and 
many other groups observed that the acidic extracellular pH can induce calcium ef-
flux in various cell types [25−28]. However, the molecular identity of the putative 
acid-sensing receptor was not known. The seminal work by Ludwig et al. discov-
ered that a family of GPCRs can be activated by acidic extracellular pH [29]. When 
Human ovarian cancer G protein-coupled receptor 1 (OGR1) (GPR68), one of the 
proton-sensing GPCRs, is activated by acidic extracellular pH, inositol phosphate 
formation and calcium efflux through the Gq-coupled pathway are detected in cells. 
Furthermore, the authors demonstrated that several histidine residues are important 
for the proton sensing function of the OGR1 receptor [29]. The proton-sensing GP-
CRs identified by Ludwig and others possess all the biochemical features initially 
observed by Smith et al., such as acidic extracellular pH-induced activation, inosi-
tol phosphate formation, and calcium efflux [23]. In addition to OGR1 (GPR68), 
three other GPCRs, including GPR4, TDAG8 (GPR65), and G2A (GPR132), have 
also been identified as acid sensors [20, 29−40]. These receptors represent a unique 
family of GPCRs which are responsive to extracellular pH change.

The proton-sensing GPCRs are activated by acidic extracellular pH and trans-
duce downstream signals through the Gs, Gq, and G13 pathways. A number of re-
search groups, including our own, have shown that the acid-sensing GPCRs play 
roles in cardiovascular, immune, renal, nervous, skeletal, and respiratory systems, 
and inflammation and cancer biology [20, 21, 29−44]. Historically, this family of 
receptors, including GPR4, OGR1, TDAG8, and G2A, has been proposed as recep-
tors for bioactive lipids [45−48]. However, several of the initial papers have been 
withdrawn because the ligand binding and other key data could not be reproduced 
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[46−48]. In the case of G2A, some lysophosphatidylcholine (LPC)-induced effects 
have been reproducibly demonstrated [49−59], but it is unclear whether LPC acts 
on G2A through direct or indirect mechanisms. On the other hand, the pH-sensing 
function of this family of receptors has been confirmed by a large number of stud-
ies. Here, we will focus on the pH-sensing function of the receptors, and discuss 
the biochemical signaling and biological function of these receptors in physiology 
and diseases.

GPR4

G protein-coupled receptor 4 (GPR4) was originally identified as an orphan GPCR. 
The human GPR4 gene is localized in chromosome 19q13.3. There are two hu-
man GPR4 mRNA isoforms which are expressed in many tissues, with the high-
est expression level in the lungs and lower levels in the kidneys, heart, skeletal 
muscle, liver, and pancreas [60]. Lum et al. showed that GPR4 is expressed in two 
immortalized endothelial cell lines, with low mRNA expression in human brain 
microvascular endothelial cells (HBMEC) and high expression in human dermal 
microvascular endothelial cells (HMEC). Also, inflammatory stimuli, including tu-
mor necrosis factor-α (TNFα) and hydrogen peroxide can induce GPR4 expression 
in HBMEC, but not in HMEC [61]. Moreover, several research groups, including 
our own, showed that GPR4 has high levels of expression in a variety of primary 
endothelial cells, including human umbilical vein endothelial cells (HUVEC), hu-
man pulmonary artery endothelial cells (HPAEC), human aortic endothelial cells 
(HAEC), and human lung microvascular endothelial cells (HMVEC-L), whereas 
the other three members of this family (OGR1, TDAG8, and G2A) have barely 
detectable expression [40, 62, 63]. It has been shown that GPR4 expression in HU-
VEC is reduced by the treatment of acidic pH [20]. In tumors, Sin et al. showed 
that GPR4 is overexpressed in certain percentage of various human cancer tissues, 
including breast, ovarian, colon, liver, and kidney tumors [64]. On the other hand, 
Wyder et al. showed that there is almost no GPR4 expression in several human and 
mouse tumor cell lines [63]. We also examined GPR4 expression in more than a 
dozen human cancer cell lines and found its expression level to be low in these can-
cer cells (Dong L. et al. unpublished data). As tumor tissues consist of cancer cells, 
endothelial cells, and many other types of stromal cells, it is important to define 
which cell types express GPR4 in the tumors.

GPR4 was initially reported as a receptor for bioactive lipids sphingosylphos-
phorylcholine (SPC) and LPC [48]. However, the original paper was retracted af-
ter failing to reproduce the receptor binding data. Ludwig and colleagues instead 
observed that GPR4 responds to extracellular pH change and induces cyclic ad-
enosine 5ʹ-monophosphate (cAMP) formation through Gs proteins, indicating that 
GPR4 works as a receptor of protons [29]. The results regarding the relationship 
between the lipid molecules and GPR4 are controversial. On one hand, Bektas 
et al. suggested that SPC and LPC are not the ligands for GPR4 [65]; The authors 
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showed that in GPR4 expressing cells, SPC, LPC, and other related lysophospho-
lipids cannot induce GPR4 internalization from cell membrane or induce β-arrestin 
translocation from cytosol to plasma membrane. In addition, these lysolipids are not 
able to stimulate GTPγS binding to membranes or activate ERK1/2. On the other 
hand, several studies showed that GPR4 is involved in a variety of cellular activities 
that are induced by SPC and LPC, such as SPC-induced endothelial tube formation 
[62], LPC-mediated endothelial barrier dysfunction [66], LPC-stimulated mono-
cyte transmigration through endothelial cell monolayer [67], and LPC-induced 
expression of adhesion molecules in rat endothelial cells [68]. However, since 
the receptor–ligand relationship between GPR4 and SPC or LPC cannot always 
be confirmed, these lipid molecules might only function through GPR4 indirectly. 
Meanwhile, ligand-independent activation of GPR4 was also reported. Bektas et al. 
showed that overexpression of GPR4 inhibits SPC, sphingosine-1-phosphate (S1P), 
or EGF-induced ERK1/2 activation, in the absence of added ligands [65]. More-
over, Sin et  al. showed that overexpression of GPR4 in HEK293 cells results in 
transcriptional activation of multiple signaling pathways without the addition of 
exogenous ligand [64]. More recent studies, however, suggested that extracellular 
protons at least partly work as ligands for those previously proposed ligand-inde-
pendent responses in GPR4-expressing cells. Intriguingly, the studies demonstrated 
that upon acidic extracellular pH activation, GPR4 couples to Gs/cAMP, G12/13/Rho, 
and to a lesser extent, Gq/11/phospholipase C (PLC) signaling pathways [44]. It is 
also shown that protonation of each one of histidine residues at 79, 165, and 269 in 
GPR4 is critical for GPR4 activation and coupling to multiple intracellular signal-
ing pathways [42]. To date, it is widely recognized that GPR4 is a proton-sensing 
GPCR involved in a variety of biological processes.

Acidic tissue microenvironment commonly exists in many pathophysiological 
conditions [10−16]. Endothelial cells in blood vessels under these conditions are 
frequently exposed to an acidic extracellular pH. GPR4 is expressed at higher level 
in endothelial cells than the other three family members; therefore, it may play 
pivotal roles in mediating the effects of acidosis on endothelial cells. One study 
reported that GPR4 is important for tube formation, cell survival, and proliferation 
in HUVEC and immortalized human microvascular endothelial cells (HMEC-1), 
albeit the effect of pH changes on these processes was not examined [62]. However, 
in this study, the authors could not observe an increase of cAMP production upon 
acidic pH treatment in parental or GPR4-overexpressing HMEC-1 cells. Therefore, 
they argued that GPR4 is not a proton sensor in these endothelial cells. In contrast, 
Chen et al. showed that extracellular acidosis, either isocapnic or hypercapnic, can 
induce cAMP production in HUVEC, and this induction effect is much stronger 
in GPR4-overexpressing HUVEC, suggesting a GPR4-dependent proton-sensing 
function [20]. In line with these results, other studies also demonstrated an increase 
of cAMP production in HUVEC in response to extracellular acidosis [40, 63]. Fur-
thermore, extracellular acidosis, either isocapnic or hypercapnic, can activate GPR4 
to increase the adhesion of HUVEC to leukocytes mainly through the Gs/cAMP/
Epac pathway [20].
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The important role of GPR4 in blood vessels is further corroborated by the phe-
notype of GPR4-null mice. There are two reports in which GPR4-deficient mice 
were generated, based on different mouse strains. Phenotype of GPR4-null mice 
was initially reported in a C57BL/6 and 129 mixed genetic background [40]. The 
authors observed that GPR4-null adult mice are viable and fertile, and show gross-
ly normal phenotype. However, the litter size is slightly smaller and the perinatal 
mortality rate is higher in GPR4-/- mice, which is probably caused by respiratory 
distress from lung epithelial metaplasia. Further examination revealed a partial 
penetrance of various degrees of spontaneous hemorrhaging in a small fraction of 
GPR4 knockout embryos and neonates, likely due to defects in blood vessels. In-
deed, histological analysis showed that in the hemorrhagic GPR4-null mice, there 
are dilated, tortuous, and poorly organized blood vessels with decreased smooth 
muscle cell coverage, particularly, in small blood vessels. In addition, mesangial 
cell coverage of kidney glomeruli is also reduced in GPR4-null neonates [40]. The 
other study on GPR4-deficient mice reported similar adult mouse phenotype with 
no gross abnormalities, but did not observe the perinatal phenotype in GPR4-null 
mice. These discrepancies might be due to difference in animal strain backgrounds, 
breeding and backcrossing conditions, and gene knockout constructs [63]. In agree-
ment with the critical role of GPR4 in blood vessels, the response to vascular endo-
thelial growth factor (VEGF)- but not basic fibroblast growth factor (bFGF)-driven 
angiogenesis is significantly reduced in GPR4-null mice. Moreover, blood vessels 
in syngeneic tumors grown in GPR4-null mice in BABL/c genetic background, 
compared with that in wild-type mice, are more fragmented and fragile, further sug-
gesting a role of GPR4 in the regulation of blood vessel stability [63].

Kidney is an organ essential for the maintenance of pH homeostasis by tightly 
controlling acid and base excretion. Therefore, it is of great importance for kidney 
to sense and respond to systemic pH change [38]. With relatively abundant expres-
sion in kidney, the role of GPR4 in renal cells has been investigated. Sun et al. 
examined GPR4 expression in mouse kidney and found that GPR4 is expressed 
at high levels in the kidney cortex and in the outer and inner medulla [38]. With 
regard to nephron segments, GPR4 is expressed in isolated kidney collecting ducts, 
and in cultured mouse outer and inner medullary collecting duct cells (mOMCD1 
and mIMCD3). Similar as in endothelial cells, acidic pH also induces an accumula-
tion of intracellular cAMP in mOMCD1 cells through the activation of GPR4 [38]. 
The role of GPR4 as a pH sensor in kidney was further validated in GPR4-deficient 
mice, which exhibited decreased kidney net acid secretion, spontaneous metabolic 
acidosis, and defective response to acid challenge, compared with wild-type mice 
[38]. The α-subunit of H+-K+-ATPase (HKα2) plays important roles in maintain-
ing systemic acid–base homeostasis and defending against metabolic acidosis. 
Codina et al. showed that chronic acidosis increases protein kinase A (PKA) activ-
ity and the protein expression of HKα2 without changing HKα2mRNA abundance 
in kidney cells. Ectopic overexpression of GPR4 further increases both basal and 
acidosis-stimulated PKA activity and HKα2expression, indicating the activation of 
GPR4 by acidosis in kidney cells [69].

4  Function and Signaling of the pH-Sensing G Protein-Coupled …
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Tumor microenvironment is characterized by hypoxia and acidosis due to dis-
organized tumor vasculature and increased glycolysis of cancer cells (Warburg 
effect) [10]. The proton-sensing GPCRs may be involved in the regulation of cancer 
progression as they are activated by acidic pH in the tumor microenvironment. In 
one study, it is reported that overexpressed GPR4 induces oncogenic transformation 
of immortalized NIH3T3 fibroblasts, suggesting that GPR4 has tumor promoting 
activity in NIH3T3 cells. However, the effects of pH were not examined in this 
study [64]. In contrast, Castellone et al. demonstrated that the activation of GPR4 
by acidic pH significantly inhibits tumor cell migration and invasion in vitro [30]. 
Furthermore, GPR4 overexpression substantially suppresses the pulmonary metas-
tasis of malignant B16F10 mouse melanoma cells in vivo. Therefore, GPR4 might 
function as a tumor metastasis suppressor [30]. Utilizing 3D morphology analysis, 
Zhang et al. revealed that B16F10 mouse melanoma cells with GPR4 overexpres-
sion have reduced membrane protrusions and increased mitochondrial surface area, 
which is consistent with decreased cell migration ability and increased maximal 
capacity of mitochondrial oxygen consumption rate, respectively [70].

OGR1 (GPR68)

OGR1, also referred as GPR68, was initially identified in an ovarian cancer cell 
line, HEY. OGR1 is widely expressed in many tissues, including spleen, testis, 
small intestine, peripheral blood leukocytes, heart, placenta, brain, lung, bone, and 
kidney. Its expression is absent or very low in other tissues, such as thymus, pros-
tate, ovary, colon, liver, pancreas, or skeletal muscle [71]. Within the proton-sensing 
GPCR family, OGR1 shares the highest homology (49–54 %) with GPR4.

Similar to GPR4, OGR1 was first proposed to be a high-affinity receptor for 
the bioactive lipid SPC [47]. The binding of SPC to OGR1 was reported to result 
in transient intracellular calcium increase, activation of p42/44 mitogen-activated 
protein kinases (MAPK), and inhibition of cell proliferation. However, the original 
article was later retracted, concerning about a portion of the published data pos-
sibly being falsified [47]. Several other groups also failed to observe the agonistic 
activity of SPC for OGR1 in various cells overexpressing OGR1 [29, 72]. On the 
other hand, an antagonistic action of high concentrations of SPC was reported in 
acidic pH-induced OGR1 activation [72]. It was also suggested that the antagonistic 
regulation by micromolar concentrations of lipids might be due to nonspecific ef-
fects [37].

More recently, Ludwig et  al. demonstrated that OGR1 functions as a proton-
sensing GPCR [29]. OGR1 is inactive at alkaline pH (pH 7.8), whereas it is fully 
activated at slightly acidic pH (pH 6.4–6.8). The activation of OGR1 by protons 
stimulates inositol phosphate formation, intracellular calcium efflux, and the SRE 
(serum response element) reporter gene expression, indicating the coupling of 
OGR1 to Gq and G13 proteins. The study also identified OGR1 expression in bone 
cells, including human MG63 osteosarcoma cells, rat osteoblasts, and rat osteocytes 
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[29]. The discovery of OGR1 as a pH-sensing receptor triggered a considerable 
interest of research in bone biology, as will be discussed below. The activation of 
OGR1 by acidic extracellular pH can also stimulate cAMP production, reflecting 
the activation of Gs protein and adenylyl cyclase [72, 73]. However, the underlying 
signaling pathways responsible for the cAMP production are different based on two 
studies from Okajima’s group. In one study, the induced cAMP production was re-
ported to result from the activation of adenylyl cyclase through PLC/ERK/phospho-
lipase A2/COX/PGI2 pathway [73], whereas in the other study, cAMP production is 
the direct result of OGR1 coupling to Gs proteins [72].

Bone plays an important role in regulating acid–base balance and maintaining 
pH homeostasis. Chronic metabolic acidosis increases urine Ca2+ excretion and re-
sults in the depletion of bone calcium store [4]. Excessive calcium loss can cause 
osteopenia such as osteoporosis. Therefore, systemic acidosis has detrimental ef-
fects on bone. A number of studies demonstrated that OGR1 is involved in various 
aspects of extracellular acidosis-induced bone loss. NFATc1 is a transcription factor 
essential for osteogenesis and is highly induced by RANKL (receptor activator of 
NF-kappa B ligand) signaling during osteoclast differentiation [74]. It is reported 
that, similar to RANKL, acidic extracellular pH significantly induces NFATc1 ac-
tivation in rat and rabbit osteoclasts through PLC/Ca2+/calcineurin pathway [75]. 
Although its specific physiological role was not examined, OGR1 was suggested 
to mediate acidosis-stimulated NFATc1 activation and osteoclastic resorption [75]. 
When CSF-1 is injected to restore osteoclastogenesis in the CSF-1-null toothless 
( csf1tl/csf1tl) osteopetrotic rat, OGR1 is upregulated by greater than sixfold [76]. 
OGR1 is also strongly upregulated in mouse bone marrow mononuclear cells and 
pre-osteoclast-like cells treated with RANKL to induce osteoclast differentiation. 
Moreover, inhibition of OGR1 by antibody or small interfering RNA (siRNA) abol-
ishes RANKL-induced osteoclastogenesis [76]. OGR1 is also involved in extra-
cellular acidosis-induced Ca2+ signaling and osteoclast survival in an NFAT-inde-
pendent, protein kinase C (PKC)-dependent manner [77]. Consistent with in vitro 
studies, fewer osteoclasts derived from bone marrow cells were detected in OGR1-
deficient mice. A weak pH-dependent osteoclast survival effect was also observed. 
However, overall bone structure is not affected in OGR1-null mice [78]. Other stud-
ies showed that OGR1 is responsible for acidosis-induced COX-2 expression and 
prostaglandin E2 production in a human osteoblastic cell line (NHOst) through the 
Gq/11/PLC/PKC pathway [79]. Frick et al. showed that both metabolic and respira-
tory acidosis can induce a transient increase in [Ca2+]i in primary bone cells [31, 
80]. Inhibition of intracellular calcium release by IP3 (Inositol 1,4,5-triphosphate) 
signaling inhibitors abolishes acidosis-induced COX-2 and RANKL expression and 
bone resorption [81].

In the vascular system, acidosis induces a variety of responses such as blood 
vessel dilation and relaxation, cellular cAMP accumulation, [Ca2+]i alteration, and 
inhibition of vascular smooth muscle cell proliferation and migration [5, 82−85]. 
However, the underlying mechanisms were unclear. Tomura et  al. showed that 
an acute acidic extracellular pH induces inositol phosphate production, [Ca2+]i 
elevation, cAMP accumulation, and prostaglandin I2 (PGI2) production in human 
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aortic smooth muscle cells (AoSMCs). The authors also showed that OGR1 is the 
major receptor involved in these effects as knockdown of OGR1 expression inhibits 
these events [73]. Subsequently, the same group found that chronic extracellular 
acidification exerts multiple effects on the functions of AoSMCs. Acidosis-induced 
COX-2 expression, PGI2 production, and MKP-1 expression is mediated by OGR1, 
whereas the other effects, such as increased PAI-1 expression and inhibition of 
AoSMC proliferation, are OGR1-independent [86].

Acidic tissue microenvironment also exists in inflammatory airway diseases, in 
which the pH drops to as low as 5.2–7.1, compared with pH 7.5–7.7 in the airway of 
healthy subjects [12, 87−89]. Airway acidification is associated with the pathophys-
iology of inflammatory airway diseases, such as asthma [12, 87, 89]. Ichimonji and 
colleagues showed that OGR1/Gq/11plays a role in asthmatic responses by mediat-
ing extracellular acidification-induced production of the proinflammatory cytokine 
IL6 and intracellular Ca2+ efflux in human airway smooth muscle cells (ASMCs) 
[90]. The same group also found that the extracellular acidification alone or with 
transforming growth factor (TGF)-β stimulates connective tissue growth factor 
(CTGF) production through the OGR1/Gq/11/IP3/Ca2+ pathway in human ASMCs 
[91]. Moreover, Saxena and colleagues reported that human ASMCs respond to 
small reductions in extracellular pH, leading to the activation of multiple signaling 
pathways as well as Ca2+-dependent cell contraction, which are mainly mediated 
through OGR1 [43]. Excess secretion of mucus is common in inflammatory airway 
diseases and is exacerbated by acidic stress [87, 89]. Liu et al. showed that acid-
induced calcium mobilization and mucin5AC hypersecretion is mediated through 
the OGR1/Gq/11/PLC pathway in human airway epithelium [92]. Therefore, OGR1 
may play important roles in the pathophysiology of inflammatory airway diseases 
and represent a potential therapeutic target in lung diseases.

The roles of OGR1 in tumor biology have been reported. OGR1, together with 
G2A, is expressed in a human medulloblastoma cell line (DAYO) as well as in 
medulloblastoma tissues from patients. Although a direct involvement of these 
two receptors was not shown, Huang et al. reported that extracellular acidifica-
tion evokes spatially and temporally distinct Ca2+ signals, which, in turn, activates 
the MEK/ERK pathway as a possible mechanism by which acidosis affects cell 
proliferation [93]. Singh et al. showed that OGR1 inhibits tumor metastasis when 
the receptor is overexpressed in prostate cancer cells, but has no effect on primary 
tumor growth, suggesting that OGR1 might function as a metastasis suppressor 
[94]. In addition, overexpression of OGR1 in human ovarian cancer cells inhibits 
cell proliferation and migration and increases cell adhesion to extracellular matrix, 
also indicating a role of OGR1 as a tumor suppressor [95]. On the other hand, Li 
et al. showed that melanoma formation is significantly inhibited in OGR1-defi-
cient mice, suggesting a tumor-promoting function of OGR1 [78]. In a more recent 
report, they demonstrated that OGR1 deficiency also reduces the tumor formation 
of prostate cancer cells in mice. The underlying mechanisms were attributed to a 
requirement of OGR1 in myeloid-derived cells to mediate tumor cell-induced im-
munosuppression [96].
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OGR1 is also involved in a number of other biological processes. Recently, Mo-
hebbi and colleagues reported that acidic pH activation of OGR1 stimulates the 
activity of two major proton transport systems, Na+/H+ exchanger 3 (NHE3) and 
H+-ATPase, in renal epithelial HEK293 cells. Deletion of OGR1 also affects NHE3 
activity upon acidic extracellular pH treatment in proximal tubules isolated from 
kidneys of OGR1-deficient mice, suggesting a role of OGR1 in the regulation of 
renal acid transport [97]. Moreover, Nakakura et al. reported that high glucose-in-
duced insulin secretion is decreased in OGR1-deficeint mice. Concordantly, in vitro 
studies demonstrated that the OGR1/Gq/11pathway activated by acidic pH augments 
insulin secretion in response to high concentration of glucose [98].

TDAG8 (GPR65)

The T cell death-associated gene 8, TDAG8 (also known as GPR65), was initially 
cloned as an orphan GPCR, which is upregulated during thymocyte apoptosis [99, 
100]. Upon T cell activation by anti-T cell receptor antibody or by phorbol 12-my-
ristate 13-acetate and ionomycin, the expression of TDAG8 is substantially induced 
[99, 100]. Also, TDAG8 is greatly induced upon glucocorticoid-induced apoptosis, 
which was demonstrated not only in WEHI7.2 and S49.A2 murine T cell lymphoma 
cell lines but also in primary thymocytes [99, 101−104]. In human, TDAG8 gene is 
mainly expressed in lymphoid tissues, including spleen, lymph nodes, leukocytes, 
and thymus; similarly, mouse has high expression of TDAG8 in thymus and spleen 
[99, 100, 103]. Together, the expression pattern of TDAG8 suggests that it may play 
a role in immune regulation.

Initially, psychosine was identified as a ligand of TDAG8 as this glycosphingo-
lipid inhibits forskolin-evoked cAMP accumulation and induces calcium mobiliza-
tion in TDAG8-expressing cells [45]. Malone et al. showed that psychosine signifi-
cantly enhances dexamethasone-induced apoptosis via TDAG8 [102]. More recent 
studies demonstrated that TDAG8 is a proton-sensing GPCR. As a downstream 
signaling molecule of TDAG8, cAMP is significantly increased by acidic extracel-
lular pH in several cell types transfected with TDAG8, but markedly attenuated by 
copper ions (inhibitor of proton-sensing GPCRs) and in cells expressing mutated 
TDAG8 [33, 36, 39, 101]. Phosphorylation of CREB downstream of cAMP is also 
induced by acidic pH treatment in TDAG8 overexpressing Chinese hamster ovary 
(CHO) cells [105]. In cell-free system, both GTPγS binding activity and adenylyl 
cyclase activity are greatly induced by acidic extracellular pH in TDAG8 overex-
pressing cell membrane fractions but not in control cell membrane fractions [39], 
further demonstrating the pH-sensing activity of TDAG8. Ishii et al. showed that 
acidic extracellular pH induces TDAG8-dependent stress fiber formation and Rho 
activation in CHO-S cells, suggesting the coupling of TDAG8 to G12/13 proteins 
[33]. GPCR internalization is a common phenomenon upon ligand-induced receptor 
activation. When cells were treated with acidic pH, the internalization of TDAG8 
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was detected, suggesting protons as a ligand of TDAG8 [33]. In contrast to the pre-
viously reported agonist effects [45], Wang et al. identified psychosine as a TDAG8 
antagonist as it inhibits cAMP accumulation triggered by extracellular protons, an 
agonist of TDAG8 [39].

Several studies have demonstrated the function of TDAG8 in inflammation 
and immunity. TDAG8 responds to extracellular acidification and inhibits the 
production of proinflammatory cytokines, such as TNFα and IL-6, in mouse macro-
phages through the Gs protein/cAMP/PKA signaling pathway [106]. Also, TDAG8 
was suggested to be partly involved in the glucocorticoid-induced antiinflamma-
tory actions, as TDAG8 deficiency attenuates dexamethasone-induced inhibition 
of inflammatory cytokine production (TNFα) in mouse peritoneal macrophages at 
acidic pH environment [101]. Other research showed that TDAG8 is highly ex-
pressed in eosinophils (hallmark cells of asthmatic inflammation) and is induced 
in asthmatic inflammation [34]. In murine asthma models, TDAG8 was shown to 
increase the viability of eosinophils at acidic pH through the cAMP pathway [34]. 
In addition to asthma, TDAG8 may also play a role in arthritis. TDAG8-null mice, 
compared with wild-type mice, exhibit more severe arthritis induced by anti-type 
II collagen antibody and a mild exacerbation of collagen-induced arthritis [107]. 
It was recently reported that a small molecule, BTB09089, functions as a TDAG 
agonist and simulates cAMP production in a TDAG8-dependent manner in mouse 
splenocytes [108]. This compound also inhibits inflammatory cytokine production 
in mouse T cells and macrophages [108]. In addition, TDAG8 is also involved in 
acidosis-associated inflammatory pain. TDAG8 is induced by complete Freund’s 
adjuvant (CFA) injection in the neurons of pain-relevant loci (dorsal root ganglia) 
and sensitizes the transient receptor potential vanilloid 1 (TRPV1) response to cap-
saicin [109]. Although TDAG8 is involved in various inflammatory responses, a 
study showed the dispensability of TDAG8 in immune development [103]. TDAG8 
knockout mice have normal immune development and intact major immune func-
tions [103]. Furthermore, T lymphocytes explanted from TDAG8 knockout mice 
show normal immune phenotypes and psychosine-induced inhibition of cytokine-
sis. Compared with wild-type mouse thymocytes, TDAG8-deficient thymocytes 
exhibit similar glucocorticoid-induced apoptosis [103].

In addition to inflammation, TDAG8 is also reported to play a role in tumor 
biology. Human TDAG8 gene is located in the chromosome 14q31–32.1, a region 
associated with T cell lymphoma or leukemia [100]. Overexpression of TDAG8 
was shown to confer transformed phenotypes, including refractile cell shape, foci 
formation, and low serum resistance, in NIH3T3 immortalized fibroblasts [64]. 
Overexpression of TDAG8 in the NMuMG mammary epithelial cell line induces 
tumor growth in nude mice [64]. Ihara et al. also reported tumor-promoting func-
tion of TDAG8 [32]. Overexpression of TDAG8 in mouse Lewis lung carcinoma 
(LLC) cells enhances tumor cell resistance to acidic condition, while knockdown 
of TDAG8 in NCI-H460 human non-small cell lung cancer cells attenuates cell 
survival in acidic environment [32]. In vivo study showed that mice exhibit larger 
tumors when injected with TDAG8-overexpressing LLC cancer cells compared 
with the mice injected with cancer cells expressing endogenous TDAG8, while the 
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knockdown of TDAG8 in NCI-H460 lung cancer cells inhibits tumor development 
in mouse model [32]. Recently, TDAG8 has been demonstrated to sense the acidic 
tumor microenvironment and promote evasion of apoptosis through activating the 
MEK/ERK pathway under glutamine starvation in WEHI7.2 and CEM-C7 T cell 
lymphoma cell lines [110]. In contrast to the tumor-promoting effects described 
above, tumor-suppressing activities of TDAG8 have also been reported. TDAG8, 
as a proapoptotic gene, promotes glucocorticoid-induced apoptosis in murine lym-
phoma cells [102]. These observations suggest that the function of TDAG8 in tumor 
biology may be cell type and context dependent.

G2A (GPR132)

G2A (G2 accumulation) was originally identified as a DNA damage and stress-in-
duced GPCR, with high expression level in immature T and B lymphocyte progeni-
tors [111]. In mouse bone marrow B cells, G2A is highly expressed in pro-B cells 
with a low level in pre-B and immature B cells. In thymocytes, G2A is expressed in 
all stages of intrathymic maturation [111]. G2A is induced by various DNA-dam-
aging agents, such as hydroxyurea, 5ʹ-fluorouracil, cytosine arabinoside, etoposide, 
taxol, doxorubicin, x-ray, and UV (ultraviolet). Overexpression of G2A in NIH3T3 
fibroblasts results in cell cycle blockade in the G2/M phase [111].

Initial studies showed that G2A functions as a tumor suppressor. BCR-ABL, 
a chimeric oncogene generated by chromosomal translocation, is critical for the 
pathogenesis of chronic myelogenous leukemia and acute lymphocytic leukemia. 
G2A is a BCR-ABL target gene that is transcriptionally induced in mouse bone 
marrow cells transduced with the BCR-ABL oncogene [111]. Interestingly, overex-
pression of G2A attenuates the transformation potential of BCR-ABL and causes 
cell cycle arrest in the G2/M phase, suggesting a tumor-suppressing function of 
G2A [111]. Furthermore, when G2A-null mouse bone marrow cells were trans-
duced with the BCR-ABL gene and transplanted into irradiated recipient mice, 
higher efficiency of leukemogenesis was observed in comparison to the recipients 
of BCR-ABL transduced wild-type bone marrow [112]. Thus, G2A is proposed to 
be a tumor suppressor, which triggers growth inhibitory signals in response to ma-
lignant transformation by certain oncogenes. However, other studies suggest that 
G2A may be oncogenic. Cotransfection of G2A dramatically increases the trans-
formation efficiency by a weakly oncogenic form of Raf-1in NIH3T3 fibroblasts 
[113]. Even overexpression of G2A alone, coupled to G13 and Rho GTPase, induces 
various phenotypes characteristic of oncogenic transformation in NIH3T3 fibro-
blasts, including suppression of contact inhibition, anchorage-independent growth, 
reduced dependence on serum, and tumor formation in mice [113]. Therefore, the 
function of G2A in tumorigenesis is complex and seems to be cell-type dependent.

LPC was initially identified as a high-affinity ligand for G2A [46], but the paper 
describing this data was retracted by the authors because the specific binding of 
LPC to G2A-expressing cells could not be reproduced. Other studies suggested 
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that instead of directly binding to G2A, LPC regulated the intracellular sequestra-
tion and cell surface redistribution of G2A [58]. More recently, G2A is proposed 
to be a proton-sensing GPCR. Acidic extracellular pH increases inositol phos-
phate accumulation in G2A-expressing cells [35]. Nevertheless, another study 
showed that G2A is less sensitive to acidic pH as measured by inositol phosphate 
and cAMP accumulation compared with other members of proton-sensing GPCRs 
(OGR1, GPR4, and TDAG8) [36]. Moerover, G2A is dispensable for the produc-
tion of cAMP by acidic pH treatment in mouse thymocytes and splenocytes, while 
another proton-sensing GPCR TDAG8 is indispensable [36]. In this respect, G2A is 
different from the other three family members.

Although the ligand–receptor relationship between LPC and G2A is question-
able, numerous studies still demonstrate a connection between G2A and LPC 
and other bioactive lipids [49−59]. G2A is involved in LPC-induced chemotax-
is in T lymphocytes (human Jurkat cell line and mouse DO11.10 cell line) and 
macrophages (mouse peritoneal macrophage and J774A.1 macrophage cell line) 
[57−59]. Furthermore, for G2A-dependent attraction of phagocytes to apoptotic 
cells, LPC, but none of the LPC metabolites or other lysoPLs, is essential [55]. 
G2A is also involved in LPC triggered apoptosis through G13 and Gs pathway 
in HeLa cells (human cervical cancer cell line) [54] and neuritogenesis in rat 
PC12 cells [52]. In addition to LPC, other lysophospholipids (lyso-PLs) are also 
showed to stimulate G2A signaling pathways. Lyso-PLs bearing various head 
groups mobilize neutrophil secretory vesicles in a G2A-dependent manner [50]. 
Moreover, lysophosphatidylserine (lyso-PS) facilitates the resolution of neutro-
philic inflammation [114], and enhances the efferocytosis of dying neutrophils by 
macrophages via G2A signaling [115]. In addition to lysophospholipids, oxidized 
free fatty acids are proposed to be another kind of G2A ligands. 9-hydroxyocta-
decadienoic acid (HODE) has the highest activity to stimulate calcium responses 
in G2A-expressing cells. 9-Hydroperoxyoctadecadienoic acid (HPODE) and the 
arachidonic acid-derived oxidized fatty acids, such as 11-hydroxyeicosatetraenoic 
acid (HETE), 5-, 8-, 9-, 12-, and 15-HETE also show activity of triggering G2A 
signaling pathways [116].

Several lines of evidences show that G2A plays important roles in immunity and 
inflammation. Although G2A is highly expressed in immune cells, G2A-deficient 
mice do not exhibit any obvious defects in T and B lymphoid development during 
young adulthood. However, older G2A knockout mice develop a slowly progressive 
late-onset systemic autoimmune syndrome with enlargement of secondary lymphoid 
organs and abnormal expansion of lymphocytes [117], suggesting a role of G2A in the 
regulation of immune system homeostasis. Interestingly, both pro- and antiinflamma-
tory effects of G2A have been reported. For the proinflammatory function, G2A me-
diates the chemotaxis of lymphocytes and macrophages toward LPC [55, 57−59], a 
proinflammatory lipid associated with atherosclerosis and other inflammatory condi-
tions [118]. Consistent with these observations, G2A deficiency reduces macrophage 
accumulation in atherosclerotic lesions and leads to suppression of atherosclerosis 
in G2A−/−LDLR−/− mice [119]. In addition to lysophospholipids, oxidized free fatty 
acid, 9-HODE is associated with inflammatory function of G2A. 9-HODE stimulates 
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intracellular calcium mobilization and secretion of proinflammatory cytokines such 
as IL-6, IL-8, and GM-CSF through G2A receptor in normal human epidermal kera-
tinocytes [120]. These studies suggest a proinflammatory role of G2A. On the other 
hand, antiinflammatory effects of G2A have also been reported. A study showed that 
peritoneal macrophages isolated from G2A−/−ApoE−/− mice exhibit increased inflam-
matory cytokine production and nuclear factor (NF) κB activation compared with 
that isolated from G2A+/+ApoE−/− mice [121]. Furthermore, G2A is essential for the 
attraction of macrophages to apoptotic cells such as dying neutrophils to resolve in-
flammation and prevent autoimmunity [55, 114, 115]. It is also shown that G2A has 
antiinflammatory function in vascular endothelial cells as the aortas from G2A-defi-
cient mice exhibit higher capacity to adhere to monocytes [122].

Concluding Remarks

Precise regulation of pH homeostasis is crucial for normal physiology. The pro-
ton-sensing GPCR family has emerged as important cell-surface receptors for cells 
to perceive and respond to acidic extracellular pH. Activation of the pH-sensing 
receptors by acidosis elicits several downstream signaling events such as the Gs/
cAMP, Gq/Ca2+/PKC, and G13/Rho pathways and controls many cellular processes. 
Increasing evidence indicates that these pH-sensing GPCRs play regulatory roles in 
multiple physiological systems including the cardiovascular, immune, renal, respi-
ratory, skeletal, and nervous systems [20, 21, 29−44].

Acidosis is associated with a variety of diseases such as cancer, inflammation, 
ischemia, and renal, respiratory, and metabolic diseases [10−16]. The involvement 
of the pH-sensing GPCRs in the acidosis-related diseases, particularly cancer and 
inflammation, has been indicated. In cancer, both tumor-promoting and tumor-sup-
pressing effects of the pH-sensing GPCRs have been reported. For example, GPR4 
and OGR1 have been shown to inhibit tumor cell migration and metastasis [30, 
94, 95], but it has also been shown that GPR4 induces transformation of NIH3T3 
immortalized fibroblasts and OGR1 suppresses myeloid cell-mediated antitumor 
immunity [64, 96]. Similarly, both anti- and protumorigenic activities have been 
indicated for TDAG8 and G2A [32, 54, 64, 102, 111−113]. These results suggest 
that the function of the pH-sensing GPCRs in cancer biology is highly dependent 
on tumor types, cell types, and disease context. In inflammation, the biological roles 
of the pH-sensing GPCRs are also complex. Upon activation by acidosis in endo-
thelial cells, GPR4 triggers a proinflammatory signal and increases endothelial cell 
adhesion to leukocytes [20]. On the other hand, acidosis activation of TDAG8 in-
hibits inflammatory cytokine production in leukocytes [106−108]. Currently, more 
research is clearly needed to better understand the biology of the pH-sensing GP-
CRs in physiology and diseases in order to exploit the therapeutic potential of this 
intriguing receptor family. Furthermore, the differential tissue expression pattern, 
sequence homology, and divergence of the pH-sensing receptor family members 
can provide versatile possibilities for modulating the activities of these receptors.
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GPCRs are important pharmaceutical targets accounting for 30–50 % of mar-
keted drugs [123−125]. The pH-sensing GPCRs may represent novel targets for the 
treatment of acidosis-related diseases. Recently, several synthetic small molecule 
agonists and antagonists have been identified for the pH-sensing GPCRs, including 
agonists for G2A [126], antagonists for GPR4 [127], an agonist for TDAG8 [108], 
and an agonist for OGR1 [128]. These small molecules provide useful pharmaco-
logical tools to study the function and signaling of the pH-sensing GPCRs. With 
more understanding of the receptor functions and further development of agonists 
and antagonists for in vivo applications, the pH-sensing GPCRs may indeed be 
exploited as useful targets for disease treatment.
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Introduction

Non-transformed cells control their growth and division tightly with checkpoints in 
place that sense and respond to a variety of stresses. When triggered, these check-
points halt or slow growth until homeostasis can be restored, or trigger apoptosis 
when the stress cannot be alleviated. p53 is a quintessential checkpoint protein that 
allows cells to respond to many different stresses, including DNA damage and de-
fects in ribosomal biogenesis. p53 can also be activated by reduced intracellular 
bioenergetic charge following activation by adenosine monophosphate (AMP)-ac-
tivated protein kinase (AMPK) [62]. Underscoring the essential nature of p53 as a 
checkpoint, its gene TP53 is mutated in a broad spectrum of cancers and cells with 
mutant p53 push through checkpoints, avoiding cell cycle arrest, senescence, and 
apoptosis [100].

Like mutation of TP53, another common feature of cancer cells is a reprogram-
ming of their metabolism to one that favors high aerobic glycolysis, yet compared 
to our understanding of other checkpoint pathways, the mechanisms by which cells 
sense and respond to metabolic reprogramming are only just now coming into fo-
cus [154, 159]. A key player in this regard is the MondoA transcription factor that 
senses high glycolytic flux and restricts glucose uptake and aerobic glycolysis via 
its upregulation of the thioredoxin-interacting protein (TXNIP) and its paralog, ar-
restin domain containing 4 (ARRDC4) [63, 115, 144, 145];. Lactate is produced 
in the final step of the glycolytic pathway and is exported from the cell along with 
a proton. Thus, cancer cells with elevated aerobic glycolysis acidify their growth 
medium, and cancers typically drive lactic acidosis (LA) in their microenvironment. 
Recent experiments from the Chi lab show that LA drives the nuclear activity of 
MondoA at the TXNIP and ARRDC4 promoters [17]. In this review, we present 
evidence and the concept that the regulation of TXNIP and ARRDC4 by MondoA in 
response to elevated aerobic glycolysis and LA represents a bioenergetic checkpoint 
and microenvironmental checkpoint. Further, we suggest that common oncogenic 
lesions inactivate the MondoA–TXNIP/ARRDC4 checkpoint, perhaps contributing 
to or being permissive for tumor progression.
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Cancer Metabolism: A 10,000-Foot View

Glucose and glutamine are essential nutrients required to support the biosynthesis 
of macromolecules and cofactors, e.g., nucleotides, lipids, amino acids, and nico-
tinamide adenine dinucleotide phosphate (NADPH), required for cell growth and 
division. In normal cells, macromolecular biosynthesis is under tight regulatory 
control, yet anabolic pathways are often dysregulated in cancer cells. The resulting 
metabolic reprogramming in cancer cells, simplistically high rates of glycolysis and 
glutaminolysis, supports their high growth and division rates. The mechanisms that 
underlie the metabolic changes in cancer are at least partially understood, providing 
a rationale for their targeting with known or novel therapeutics. A number of ex-
cellent recent review articles highlight dysregulated metabolic pathways in cancer  
[23, 24, 150]. Our group is focused on how cells sense and respond transcriptionally 
to glucose and glutamine and how an extended family of Myc-related transcrip-
tion factors contributes to metabolic homeostasis in normal and neoplastic cells  
[64, 114, 138].

Elevated rates of glycolysis and glutaminolysis provide cancer cells, both cell 
autonomous and nonautonomous advantages. From a cell autonomous perspective, 
a high rate of aerobic glycolysis provides adequate adenosine triphosphate (ATP) to 
meet the cell’s bioenergetic needs, provides carbon backbones for biosynthetic reac-
tions, and can activate pro-survival pathways [138]. Similarly, glutamine and high 
glutaminolysis have pleiotropic functions within cancer cells. For example, high 
glutaminolysis can fill the tricarboxylic acid (TCA) cycle, generate NADPH to sup-
port biosynthetic reactions, increase glutathione levels to buffer intracellular redox 
status, provide nitrogen for base synthesis, and support the synthesis of multiple 
amino acids [22, 132]. One dominating cell-nonautonomous feature driven by the 
high rates of glycolysis and glutaminolysis is an acidic tumor microenvironment. 
Lactate is the terminal product of glycolysis, and a significant portion of glutamine 
can also be converted to lactate following several steps. Lactate is cotransported 
along with a proton across the plasma membrane into the extracellular milieu via 
a variety of acid transporters, generating LA outside of the cell. The glutamine to 
glutamate conversion also releases an ammonium ion, which can induce autophagy 
intracellularly and potentially in the neighboring stromal cells in the context of 
the tumor microenvironment [32]. As discussed in the following sections, the LA 
microenvironment provides the tumor cell with a number of cell-nonautonomous 
advantages, and emerging evidence suggests that it may also allow for metabolic 
coupling between tumor and stromal compartments.

Overview of the Acidic Microenvironment

The tumor microenvironment refers to the host elements surrounding the solid tu-
mor. Anatomically, it consists of the extracellular matrix (ECM) and a number of 
different resident cell types, including fibroblasts, endothelial cells, adipocytes, and 
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immune cells [66, 69, 129, 146]. The tumor microenvironment is characterized by 
hypoxia, acidosis, accumulation of lactic acid, nutrient depletion (e.g., glucose, glu-
tamine, and growth factors), and other biochemical and metabolic alterations. These 
stresses are caused by a combination of poor tissue perfusion, abnormal tumor vas-
culature, uncontrolled proliferation, and dysregulated metabolism of cancer cells 
during tumor development and progression [44, 45, 151].

Acidosis and lactosis (collectively called LA) is a characteristic feature of the 
tumor microenvironment. The extracellular pH (pHe) of human and animal tumors 
is consistently acidic and can reach pH values approaching 6.0 [46, 124]. Tumor 
lactate levels vary from 7.3 to 25.9  μmol/g [121]. LA stems from the enhanced 
production of protons and lactate by the tumor cells as a consequence of the adapt-
ed anaerobic metabolism to the hypoxic microenvironment or an elevated level of 
aerobic glycolysis [35, 44]. LA, through both cell-autonomous and nonautonomous 
mechanisms, enables cancer progression by promoting cell proliferation and apop-
tosis evasion. Further, LA creates a microenvironment that is optimal for tumor 
invasion and metastasis (as discussed below).

Initially, decreased pHe of the microenvironment results in a decrease in intracel-
lular pH (pHi), providing a cellular cytotoxic stimulus. As an adaptive and compensa-
tory mechanism, cancer cells restore pH homeostasis by upregulating the expression 
and/or the activity of multiple pH-regulating transporters. These pH regulators 
include the Na+/H+ exchangers (NHEs), vacuolar-type H+-ATPase (v-ATPase), 
monocarboxylate/H+ cotransporters (MCTs), and Na+/HCO3− cotransporters. These 
transporters serve to extrude the intracellular proton into the extracellular space 
[13,18, 34]. Consequently, cancer cells have a reversed pH gradient (pHi ~ 7.2–7.7 
and pHe ~ 6.2–6.8) compared with normal cells (pHi ~ 6.9–7.1 and pHe ~ 7.2–7.4) 
[13]. Below we list several mechanisms by which altered pH homeostasis confers 
survival and growth advantages to cancer cells. A number of recent reviews cover 
these mechanisms in more detail, and we only summarize here [10, 13, 142, 158].

Apoptosis

Altered pH homeostasis can affect apoptosis in at least two ways. First, exposure 
of normal cells to an acidic environment or reduction of pHi via targeted inhibition 
of NHE drives apoptosis through p53- and caspase-3-dependent mechanisms [107, 
126, 161]. In vitro, low pH promotes pore formation by the proapoptotic B cell 
lymphoma 2 (Bcl-2) family proteins, the cytochrome c-induced assembly of the 
apoptotic protease activating factor 1 (Apaf-1) apoptosome, and caspase activa-
tion (reviewed in [90]). The strong apoptotic drive provided by low pHe allows 
for the selection and clonal evolution of cells with mutations that block cell death, 
e.g., inactivation of p53. Second, low pHi is also required for apoptosis driven by 
other signals in the microenvironment (e.g., nutrient depletion and oxidative stress). 
Thus, the high pHi in tumor cells renders them resistant to multiple microenviron-
mental stresses [41, 49, 80, 113].



735  Response to Acidity: The MondoA–TXNIP Checkpoint Couples …

Growth and Division

The increased pHi in cancer cells stimulates glycolysis by increasing the enzymatic 
activity of several key glycolytic enzymes, such as phosphofructokinase 1 (PFK1) 
and lactate dehydrogenase A (LDHA), whose activities are considerably higher at 
pH 7.5 than at lower pH [1, 40, 73]. Thus, high pHi in cancer cells is a component 
of a feed-forward mechanism that drives higher levels of aerobic glycolysis, helping 
them satisfy their high demand for energy and biomass synthesis. In addition, alka-
linization of the cytosol is required for the G1 transition and allows cells to evade a 
number of cell cycle checkpoints [80, 108, 118, 119].

Migration and Invasion

In order to metastasize, tumor cells must migrate and invade the basement mem-
brane. The migratory activity of tumor cells is positively regulated by increased pHi 
and decreased pHe (reviewed in [158]). Increased pHi at the migrating front facili-
tates the directed cell migration via several mechanisms, including increasing cell 
division control protein 42 (CDC42)-mediated cell polarity, promoting the de novo 
assembly of actin filaments that drive membrane protrusion in migrating cells, and 
increasing focal adhesion turnover rate [38, 39, 98, 141]. Decreased pHe promotes 
cell migration, by regulating the dynamics of integrin–ECM attachments [143]. A 
decreased pHe also enhances cell invasion by activating the cathepsin- and matrix 
metalloproteinase-mediated degradation of the ECM [28, 81, 96]. Supporting this 
acid-mediated invasion hypothesis, the Gillies’ group recently showed that the re-
gions of highest tumor invasion corresponded to areas of lowest pHe [33].

Therapeutic Implications

In addition to affecting the tumor and stromal cell populations, tumor acidosis may 
affect the efficacy of many cancer therapeutics. For example, many commonly used 
cancer drugs (e.g., doxorubicin pKa  ~ 8.3, mitoxantrone pKa ~  8.1) are weak bases, 
which are protonated and positively charged in the acidic extracellular space and 
thus have very low rates of passive diffusion across the plasma membrane, which 
reduces accumulation in the target transformed cell. Conversely, once the weak 
base drug enters the cancer cell, it becomes deprotonated and uncharged in the 
alkalinized cytosol, allowing diffusion across the plasma membrane out of the cell. 
Thus, the high pHi of cancer cell reduces the effective intracellular concentration of 
weak base chemotherapeutics. By contrast, in non-transformed cells, the situation 
is reversed, where weak base drugs are preferentially retained inside the cell. This 
potentially results in toxic nonspecific effects in non-transformed cells [123].
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Metabolic Symbiosis Driven by lactic acidosis (LA)

Besides elevated H+, increased lactate in the tumor microenvironment is another 
consequence of aerobic glycolysis. Compared to its role in the genesis of the acid-
ic microenvironment, other biological contributions of lactate, which is generally 
considered the “waste” from glycolysis, are not well studied. However, lactate ac-
cumulation in human tumors is associated with metastasis, tumor recurrence, and 
poor survival [11, 121, 152, 153]. Further, lactate can fuel oxidative metabolism in 
oxygenated cancer cells close to the blood supply. Specifically, hypoxic cancer cells 
distal to the blood vessel rely on glycolysis for energy production. Lactate released 
from glycolytic cancer cells diffuses down its concentration gradient and is actively 
taken up and utilized by oxygenated cancer cells to produce energy through oxi-
dative phosphorylation (OXPHOS). Importantly, blockade of the lactate importer 
monocarboxylate transporter 1 (MCT1), which is expressed preferentially on the 
oxygenated cancer cells, causes tumor growth retardation [139]. Thus, metabolic 
coupling may be advantageous for the overall fitness of the cancer cell population. 
Collectively, these data suggest that oxygenated cancer cells use lactate preferen-
tially, reserving glucose for the hypoxic cancer cells, which are incapable of aerobic 
respiration. This type of metabolic coupling is not restricted to cancer cells, as it is 
also observed in normal physiological contexts. For example, glycolytic astrocytes 
can provide lactate for oxidative neurons [54].

More recently, exogenous lactate was shown to induce the stabilization of hy-
poxia-inducible factor-1α (HIF-1α) protein in oxidative cancer cells under nor-
moxic conditions [21]. This HIF-1α stabilization requires lactate uptake into the 
oxidative cancer cells, and is mediated by lactate-derived pyruvate, which acts as 
a competitive inhibitor of α-ketoglutarate (KG)-dependent dioxygenase prolyl hy-
droxylase domain 2 (PHD2). The authors further confirmed in vivo that lactate 
triggers tumor growth and angiogenesis, which is abrogated upon MCT1 inhibition. 
In a similar study, lactate induces HIF-1α stabilization in nonmalignant endothelial 
cells and leads to HIF-1-dependent angiogenesis [140]. These findings point to a 
feed-forward mechanism of lactate in facilitating the glycolytic switch of cancer 
cells in adaptation to hypoxia.

Another way that microenvironmental lactate benefits the cancer cells involves 
the interplay between the cancer cells and the non-transformed stromal cells, a phe-
nomenon termed the “reverse Warburg effect” [95, 111]. In this model, the can-
cer cells induce oxidative stress in surrounding stromal fibroblasts, which leads 
to the autophagic destruction of their mitochondria [86, 87, 88]. Further, the am-
monium ion generated from deamination of glutamine during glutaminolysis in 
cancer cells provides an additional autophagy signal to stromal cells [89, 112]. As 
a consequence, the stromal cells have a reduced number of functional mitochon-
dria and must undergo a switch to glycolysis to meet their bioenergetic needs. The 
neo-glycolytic phenotype of stromal cells generates energy-rich metabolites such as 
lactate, glutamine, and ketones, which in turn feed the adjacent cancer cells [71, 86, 
112]. The ability of cancer cells to modulate the metabolism of neighboring stromal 
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cells helps support their growth in the stringent tumor microenvironment. As with 
metabolic coupling, lactate is an important mediator of this parasitic strategy used 
by cancer cells.

These two models, metabolic coupling and the reverse Warburg effect, have been 
established primarily using cell lines and tissue culture models. How broadly ap-
plicable these models are to human cancers remains to be elucidated. Nonetheless, 
these models provide a useful framework for the metabolic interactions between 
hypoxic and oxygenated tumor cells and between tumor and stromal cells.

MondoA: The Basics

Over the past decade, several of the mechanisms that lead to an elevated rate of 
aerobic glycolysis in cancer cells have been uncovered. These include activation of 
oncogenic signaling pathways and the inhibition of tumor suppressor pathways. In 
many cases, the effects of these changes on elevating aerobic glycolysis are direct, 
leading to the hypothesis that metabolic changes are a primary, rather than second-
ary, effect of cellular transformation. Two transcriptional regulators play key roles 
in driving aerobic glycolysis: the Myc family (c-, N-, and L-) and the HIF family 
[47, 48]. Myc and HIF-1α drive aerobic glycolysis by activating the expression of 
most, if not all, of the genes encoding glycolytic enzymes and upregulating expres-
sion of glucose transporters. HIF-1α also restricts flux of pyruvate into the mito-
chondria by upregulating pyruvate dehydrogenase kinase [70]. Myc proteins can 
also fuel cellular biosynthesis by driving the upregulation of glutamine transporters 
and glutaminase, i.e., glutaminolysis [43, 120, 162, 165]. Collectively, we know a 
great deal about cells upregulate aerobic glycolysis, yet our knowledge of how cells 
sense flux through different metabolic pathways is less developed. Our work sug-
gests an important role for the MondoA transcription factor in monitoring rates of 
glycolysis and glutaminolysis and coordinating the use of glucose and glutamine.

Like Myc, MondoA is a member of the basic helix-loop-helix leucine zipper 
(bHLHZip) family of transcription factors [64, 114, 138]. MondoA interacts with 
another bHLHZip protein called Mlx (Max-like protein X), and MondoA:Mlx het-
erodimers, following regulated nuclear entry, are capable of binding promoters of 
target genes and activating their expression. At 919 amino acids, MondoA is among 
the largest bHLHZip proteins. Mlx, as the name implies, is more Max-like in size, 
and a 244 amino acid open reading frame encodes the β-isoform. MondoA and Mlx 
interact through their HLHZip domains. Compared to Max, which forms partner-
ships with all members of the Myc family, the Mxd family and the Mnt, Mlx has 
restricted protein partnerships (Fig. 5.1a). Mlx can interact with, MondoA, carbo-
hydrate-response element-binding protein (ChREBP), Mxd1, and Mxd4; ChREBP 
is a MondoA paralog [6, 7, 94]. The shared binding of Max and Mlx for Mxd1 and 
Mxd4 provides a physical connection and the opportunity for functional cross talk 
between Max-centered and Mlx-centered transcriptional networks. This hypothesis 
has not yet been thoroughly explored.
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In addition to its bHLHZip domain, MondoA has a number of other conserved 
functional domains. The dimerization and cytoplasmic localization domain (DCD) 
follows the leucine zipper of both MondoA and Mlx, extending their dimerization 
interface [30]. The DCD functions as a cytoplasmic anchor, using an uncharac-
terized mechanism to restrict the nuclear accumulation of monomeric MondoA 
or Mlx. The cytoplasmic anchoring activity of the DCD is abrogated when Mon-
doA and Mlx interact, creating a dimer that is permissive for nuclear entry and 
accumulation. MondoA has a potent transcriptional activation domain (TAD) lo-
calized in the middle third of its open reading frame, but like Max, Mlx appears 
to lack a TAD [6–8]. The amino-terminus of the Mondo family has five regions of 
conservation, which we called the Mondo conserved regions (MCRs) [6, 30]. The 
MCRs are highly conserved across metazoans and are easily identifiable in low-
er eukaryotes, suggesting an important ancestral function. Nuclear accumulation, 
promoter binding, and transcriptional activity of MondoA:Mlx complexes are con-
trolled by glucose 6-phosphate (G6P) [115]. These activities all map to the MCRs. 

α

a

b

Fig. 5.1   The Mlx network. a Current data suggest the existence of Max- and Mlx-centered tran-
scriptional networks that collaborate to control metabolic homeostasis. The Max-centered network 
controls primarily nutrient utilization by activating or repressing genes involved in glucose and 
glutamine metabolism. One function of the Mlx-centered network is to control glucose availabil-
ity. The Max- and Mlx-centered networks may be linked through shared binding of Max and Mlx 
for Mxd1 and Mxd4 (not shown). b MondoA:Mlx complexes activate expression of TXNIP and 
ARRDC4 via a mechanism that requires G6P for nuclear accumulation, promoter binding, and 
transcriptional activation. Promoter binding is enhanced by LA by, as indicated by the question 
marks, unknown mechanisms
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We believe that G6P interacts directly with the MCRs to control the nuclear activity 
of MondoA:Mlx complexes by an allosteric mechanism. Supporting this, a recent 
phylogenetic study of MondoA’s amino-terminus proposed the existence MCR6 
that can be modeled as a glucose-binding domain [93].

MondoA and ChREBP are paralogs sharing extensive homology in their MCR 
(52 % identical), bHLHZip (61 % identical), and DCD (70 % identical) domains [92]. 
Like MondoA, ChREBP also functions as a glucose sensor and interacts with Mlx 
[55]. Here, we limit our discussion to the functions of MondoA’s MCRs, although 
the analogous domains in ChREBP seem to function similarly. Initially, MondoA 
and ChREBP were found to be most highly expressed in skeletal muscle and liver, 
respectively [8, 149]. Given the roles of these tissues in glucose homeostasis, their 
expression pattern makes sense from a physiological perspective. However, both 
MondoA and ChREBP are broadly expressed (www.biogps.org) and likely have 
uncharacterized functions outside of controlling glucose homeostasis.

Unlike other members of the Myc, Max and Mxd network, MondoA:Mlx com-
plexes are not constitutively nuclear [8]. Rather they localize to the outer membrane 
of the mitochondria (OMM) and shuttle between the OMM and the nucleus [128]. 
Thus, subcellular localization, rather than expression level, regulates the nuclear 
and transcriptional activity of MondoA:Mlx complexes. Given the predominance of 
mitochondria in bioenergetics, we proposed that MondoA:Mlx complexes sense in-
tracellular energy charge at the OMM and communicate that information to the nu-
cleus to trigger an adaptive transcriptional response [128]. We subsequently showed 
MondoA:Mlx complexes sense glucose and other hexoses and are the predominant 
regulators of glucose-induced transcription in a breast epithelial cell line [144] and 
in murine embryonic fibroblasts (MEFs; our unpublished data). ChREBP, which 
is also held latently in the cytoplasm but not at the OMM [117], plays a similarly 
predominant role in controlling the glucose-induced transcription in rat hepatocytes 
[85].

How glucose controls the nuclear accumulation and transcriptional activity of 
MondoA:Mlx and ChREBP:Mlx complexes is quite complicated, and no unifying 
model has yet emerged. Early models of ChREBP regulation implicated a number 
of glucose-dependent phosphorylation and dephosphorylation events in controlling 
its nuclear activity [149]. The phospho-acceptor sites identified in ChREBP are not 
conserved in MondoA, suggesting that the regulation of MondoA:Mlx complexes 
may be simpler than or unrelated to that of ChREBP. Several lines of evidence sup-
port the model that MondoA:Mlx complexes sense G6P and more recently fructose 
2,6-bisphosphate [115, 116, 144]. Interestingly, the nature of the signaling sugar-
derived metabolite may dictate target gene selection. More recent papers have also 
proposed a more direct role for G6P in regulating ChREBP [25, 78, 79]. Determin-
ing which metabolites regulate MondoA:Mlx complexes directly will likely require 
deciphering the mechanistic details in vitro.

Regardless of the exact mechanism(s) by which glucose regulates MondoA:Mlx 
nuclear accumulation, its target is almost certainly the MCRs. For example, deletion 
of the MCRs renders MondoA:Mlx complexes constitutively nuclear, transcription-
ally active and independent of glucose [144]. Point mutations in highly conserved 
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residues in any individual MCR fail to phenocopy the deletion of all five MCRs 
[115], suggesting that the MCRs function as a structural unit. The function of the 
individual MCRs remains murky. MCRII is a CRM1-dependent nuclear export sig-
nal (NES) and MCRIII binds 14-3-3 isoforms [30]. Both MCRII and MCRIII par-
ticipate in regulating the subcellular localization of MondoA:Mlx complexes [115]. 
Mutation of MCRII results in the constitutive nuclear localization of MondoA, yet 
these mutants fail to bind target gene promoters and activate gene expression in the 
absence of glucose [115]. Thus, nuclear accumulation of MondoA:Mlx complexes 
is necessary but not sufficient to activate gene expression. Whether MCRI, MCRIV, 
or MCRV forms additional protein partnerships is not known; however, it is pos-
sible that they participate in intramolecular interactions that stabilize structure of 
the entire MCR domain.

The MondoA–TXNIP Checkpoint

TXNIP is the best-characterized glucose-induced and direct transcriptional target of 
MondoA:Mlx complexes [144]. As its name indicates, TXNIP was identified as a 
binding partner and negative regulator of thioredoxin. TXNIP has pleiotropic func-
tion; most prominent among these is regulating reactive oxygen species (ROS) by 
blocking thioredoxin function and restricting glucose uptake and aerobic glycolysis. 
Recently, TXNIP was shown to be a functional component of the NLRP inflamma-
some required for the cleavage and production of IL1-α [131]. TXNIP may be a 
tumor suppressor in a number of cancers, reflecting its proapoptotic activity, its sta-
bilization of the cell cycle inhibitor p27Kip1 [60], its destabilization of HIF-1α [137], 
or its blockade of aerobic glycolysis [109, 110]. In no case has the essential effector 
function of TXNIP been characterized in detail. TXNIP also controls peripheral 
glucose uptake into skeletal muscle [106], hepatic glucose production [19], and glu-
cose toxicity of pancreatic β-cells [15] and, by doing so, contributes to organismal 
glucose homeostasis. Several mouse models of TXNIP loss support this contention. 
A complete accounting of TXNIP’s functions is not possible here, although several 
recent reviews are available [109, 166, 167].

Because TXNIP can block glucose uptake and aerobic glycolysis, its glucose-
dependent induction by MondoA:Mlx complexes drives a negative feedback loop 
that restricts glucose uptake when glycolytic flux is high (Fig. 5.1b). The TXNIP 
paralog, ARRDC4, but not other members of this class of arrestin proteins, also 
restricts glucose uptake [110]. ARRDC4 expression is also induced by MondoA 
in a glucose-dependent manner [115], suggesting that TXNIP and ARRDC4 func-
tion in concert or redundantly downstream of MondoA:Mlx complexes to restrict 
glucose availability. How TXNIP and ARRDC4 restrict glucose uptake is not fully 
resolved; however, a recent paper shows that TXNIP can target glucose transporter 
1 (GLUT1) for degradation [163].

Current data support a physiological role for the MondoA:Mlx–TXNIP negative 
feedback loop in blocking aerobic glycolysis, reversing metabolic reprogramming 
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associated with the transformed state. For example, reduction of MondoA or TXNIP 
levels by knockdown or genetic deletion triggers elevated glucose uptake and aero-
bic glycolysis [63, 115, 144]. Conversely, expression of a dominant active allele of 
MondoA potently blocks glucose uptake. This reduction of glucose uptake is par-
tially dependent on TXNIP, so other MondoA targets must also be required [144]. 
ARRDC4 is one obvious candidate. Finally, MondoA and TXNIP are required to 
restrict glucose uptake following exposure to different hexose sugars [145], i.e., the 
hexose curb. The MondoA–TXNIP regulatory circuit is extant in many cell types; 
however, MondoA appears to have growth promoting and pro-glycolytic functions 
in B cell acute lymphocytic leukemia (see below).

Glutamine-Dependent Repression of TXNIP

Like glucose, glutamine is also typically required for cell growth. Also like glu-
cose, glutamine can flux into a number of metabolic or biosynthetic pathways [22, 
132]. Surprisingly, glucose-stimulated TXNIP induction is repressed by glutamine 
in some cell types [63]. Glutamine does not block glucose-induced nuclear ac-
cumulation of MondoA:Mlx complexes or their binding to the TXNIP promoter. 
Rather, glutamine triggers the recruitment or activation of a histone deacetylase 
(HDAC) complex(s) to the TXNIP promoter, driving transcriptional repression. 
MondoA:Mlx complexes are strong activators of TXNIP gene expression; there-
fore, they may recruit HDAC complexes in the presence of glutamine. However, the 
involvement of other transcription factor(s) in HDAC corepressor recruitment can-
not be ruled out at this time. If so, glutamine-targeted repression must be dominant 
over MondoA-dependent activation of TXNIP.

Glutamine has several intracellular fates; thus, there are several potential mecha-
nisms by which it could drive TXNIP gene repression. Several experiments point 
to an important role for α-KG, which can be generated from glutamine [63]. For 
example, aminooxyacetate (AOA), which inhibits the transaminases required for 
the production of α-KG, blocks glutamine-dependent repression of TXNIP. Impor-
tantly, cell permeable analogs of α-KG restore α-KG levels in glutamine-depleted 
or AOA-treated cells and completely phenocopy glutamine-dependent repression of 
TXNIP. Collectively, these findings implicate α-KG as a key mediator of glutamine-
dependent repression of TXNIP.

How does α-KG drive repression of TXNIP gene expression? There are several 
possibilities. First, α-KG can replenish the TCA cycle, raising the possibility that 
TXNIP promoter activity is directly linked to this central metabolic process. In this 
regard, the transient association of MondoA:Mlx with OMM places them in the per-
fect cellular locale to sense mitochondrial cues [128]. A second possibility is that 
α-KG is a cofactor for a number of dioxygenases that have established or emerging 
roles in controlling gene expression or epigenetics; thus, a-KG may repress TXNIP 
expression by a more indirect mechanism [102]. Determining the site of action 
for α-KG-dependent repression of TXNIP and whether α-KG or a α-KG -derived 
metabolite is sufficient for TXNIP repression will help reveal the mechanistic details.
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Myc and MondoA Coordinate Nutrient Availability and 
Utilization

The Myc proto-oncogene has pleiotropic function in controlling glycolysis, yet 
its broad reach in controlling cell metabolism extends to mitochondrial activity 
and glutaminolysis [20, 29]. Myc controls glutaminolysis by upregulating gluta-
mine transporters and glutaminase, suggesting that Myc-overexpressing cells can 
preferentially utilize glutamine as a carbon source to fuel biosynthetic reactions  
[43, 162]. Given the many cellular functions of glutamine, it is not surprising that 
Myc overexpression renders several cell types sensitive to glutamine depletion or 
inhibition of glutaminase [75, 82, 120, 165]. At this time, it is less clear which func-
tion of glutamine is most important for its role in promoting growth. It seems most 
likely that the essential functions of glutamine are different in different cell types.

Myc overexpression drives glutamine utilization, and glutaminolysis represses 
TXNIP expression [63]; thus, it is possible that the high rate of glutaminolysis in 
Myc-overexpressing cells might enhance glutamine-dependent repression of TXNIP 
(Fig. 5.2). Low TXNIP expression would facilitate aerobic glycolysis to further sup-
port cell growth. The coordinated regulation of TXNIP by Myc and MondoA rep-
resents a novel mechanism to control nutrient availability and utilization. Further, 
indirect repression of TXNIP by Myc represents a novel mechanism by which Myc 
could drive aerobic glycolysis independent of  it’s better-known function in driving 
expression of glycolytic target genes. Glutamine-dependent repression of TXNIP is 
not observed in all cell types (our unpublished data); thus, it will be of interest to 
determine whether it correlates exclusively with Myc pathway status. Triple nega-
tive breast cancers have high Myc levels, high rates of aerobic glycolysis, a glyco-
lytic gene signature, and express glutaminase [13, 37, 56, 83, 104]. Further, triple 
negative breast cancer cell lines are more dependent on glutamine for growth than 
luminal cancer cell lines [72]. No targeted therapies are currently available for triple 
negative breast cancers; however, these finding suggest that glutaminase inhibitors 
such as BPTES, or BPTES derivatives, may have some utility [75].

Other Stresses that Regulate TXNIP

Many different signals induce TXNIP transcription, e.g., dexamethasone, vitamin 
D3, ER stress, hyperglycemia, heat shock, ROS, cell density, UV, serum removal, 
and LA (Fig. 5.2b). Thus, TXNIP is a broad sensor of cellular stress and likely re-
stricts growth until homeostasis can be restored. It is also likely that proapoptotic 
activity of TXNIP contributes to cell death when a given stress exceeds its threshold. 
In a few instances, the transcriptional effector required to induce TXNIP in response 
to a specific stimulus has been identified. For example, an intact glucocorticoid re-
sponse element (GRE), located 850 base pairs upstream of the TXNIP transcription-
al start site, is required for its induction by dexamethasone [156]. Luciferase-based 
reporter assays suggest this GRE does not account for full induction observed for 
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endogenous TXNIP, implying that other transcriptional regulators also participate 
in the dexamethasone response [156]. Our published and unpublished work shows 
that MondoA:Mlx complexes and glucose are strictly required for TXNIP induc-
tion in response to a spectrum of stress inducers, including LA [17, 63, 115, 145]. 
This finding suggests two models: first, different stresses may signal directly to 
MondoA:Mlx complexes through a common mechanism to activate TXNIP expres-
sion or, second, different stresses may signal through specific transcription factors, 
yet these factors must also require MondoA:Mlx complexes as permissivity factors 
to drive full transcriptional induction of TXNIP. Regardless of the precise model, 
our findings suggest that MondoA:Mlx complexes play a critical role in the cellular 
response to a variety of stresses. In extreme cases of no glucose, e.g., far from the 
blood supply, or no MondoA, e.g., inactivating mutation, we suggest that cells are 
incapable of activating TXNIP expression as a stress response (also see below).

Is the MondoA–TXNIP Axis Tumor/Growth Suppressive?

MondoA or TXNIP loss is sufficient to reprogram metabolism toward aerobic 
glycolysis. Thus, it is not surprising that expression studies implicate TXNIP as 
growth/tumor suppressor in a number of different cancers, including hepatocellular 

a b

Fig. 5.2   The MondoA–TXNIP axis integrates oncogenic and metabolic signals. a Myc overex-
pression can drive both glycolysis and glutaminolysis. Our work shows that in some cell types, 
TXNIP expression is repressed by glutamine via a mechanism that requires its conversion to 
α-KG. This suggests that in cells with high levels of Myc-driven glutaminolysis, TXNIP levels 
will be repressed. Lower TXNIP levels are permissive for glucose uptake and aerobic glycolysis, 
providing another mechanism by which Myc dysregulation can drive aerobic glycolysis. b The 
MondoA–TXNIP axis functions as a negative feedback mechanism to restrict glucose uptake. 
Activation of the axis requires central bioenergetic signals, e.g., G6P and OXPHOS. TNXIP levels 
are elevated by a number of stimulatory stresses. The strict dependence of TXNIP expression 
on MondoA suggests that MondoA plays a role in the cellular stress response. However, other 
models are possible (see text). The output of the MondoA–TXNIP axis is inhibited by a number 
of common oncogenic signals, suggesting one mechanism by which cancer cells increase aerobic 
glycolysis
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carcinoma, breast cancer, bladder cancer, gastric cancer, and leukemia [167]. The 
putative role of TXNIP as a tumor suppressor has been best studied in breast cancer. 
For example, in one study of 788 patients [12], high TXNIP mRNA expression 
portended a better prognosis. A second study examined four large datasets with 885 
patients also showed that high TXNIP and high ARRDC4 expression correlated 
with increased survival.

Because, TXNIP expression is strictly dependent on MondoA, we have sug-
gested that MondoA may also function as a growth/tumor suppressor. Supporting 
this hypothesis, MondoA mRNA levels are suppressed in several types of lympho-
ma, including Burkitt’s lymphoma that typically has dysregulated Myc expression, 
superficial bladder cancer, infiltrating bladder urothelial carcinoma, colorectal car-
cinoma, rectal and colon mucinous adenocarcinoma, prostatic intraepithelial neopla-
sia, and several types of sarcoma [5, 127, 147] (The Cancer Genome Atlas; Fig. 5.3). 
TXNIP mRNA levels are also generally lower in many of these same tumors (data 
not shown), suggesting that the MondoA–TXNIP axis may be impaired in these 
cancer types. Given the protective role of TXNIP in breast cancer, it is somewhat 
surprising that MondoA mRNA levels are not also generally suppressed in breast 
cancer. However, some breast tumors have very low MondoA levels, suggesting a 
subclass-specific loss of function [9]. Further, it is probable that negative regulation 
of MondoA nuclear activity by oncogenic signaling pathways (see below) is more 
relevant to its putative growth-suppressive activity than its mRNA expression level. 
It is intriguing that Mlx, which is an obligate partner for MondoA [115], mRNA 
levels are reduced in breast cancer [36] (The Cancer Genome Atlas; Fig. 5.3), sug-
gesting another route to inactivation loss of the MondoA–TXNIP circuit.

In contrast to the simple model that MondoA is a growth/tumor suppressor, it is 
upregulated in some cancer types, including B cell acute lymphoblastic leukemia 
[51] (B-ALL; Fig. 5.3). MondoA function in this context appears to be quite dif-
ferent in that it promotes glucose uptake in B-ALL cell lines rather than suppresses 
glucose uptake [160]. MondoA expression also correlated with a less differentiated 

Fig. 5.3   MondoA and Mlx expression in tumor datasets. Oncomine (www.oncomine.org) was 
used to examine changes in MondoA and Mlx mRNA expression in different cancers. Upregula-
tion or downregulation is listed along with the P value. Following each cancer type is the first 
author of the primary research study. The publication is listed in the references. (TCGA; The 
Cancer Genome Atlas)
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cell fate and regulated a “stemness” gene expression program that is anti-correlated 
with a good prognosis signature for B-ALL patients treated with glucocorticoids. 
This finding contrasts other reports, indicating that TXNIP contributes to gluco-
corticoid-driven apoptosis in a number of T cell leukemia cell lines [156]. Perhaps, 
MondoA can’t regulate TXNIP in B-ALL, and this tumor-/growth-suppressive axis 
is not intact.

Oncogenic Signaling Pathways Abrogate the MondoA–
TXNIP Axis

When stimulated, quiescent cells reprogram their metabolism to support the bio-
synthetic reactions required to transit the G1 phase of the cell cycle and enter 
S phase [105, 157]. Thus, the metabolism in early- to mid-G1 resembles that of 
transformed cancer cells. TXNIP is strongly upregulated in G0, yet its protein level 
is downregulated within minutes following serum addition and G0 exit [31]. This 
downregulation parallels a rapid increase in glucose uptake and glycolysis indica-
tive of metabolic reprogramming during early G1. Importantly, constitutive ectopic 
expression of MondoA or TXNIP slows progression into S phase, indicating that 
TXNIP downregulation not only correlates with this transition, but also is necessary 
for cells to transition G1. Serum addition restricts TXNIP transcription and transla-
tion simultaneously via signaling pathways that are frequently activated in cancer; 
PI3K signaling blocks MondoA-dependent transcriptional activation of TXNIP, 
whereas Ras signaling blocks translation of preexisting TXNIP mRNA (Fig. 5.2b) 
[31]. Collectively then, abrogation of the MondoA–TXNIP axis is a required com-
ponent of the metabolic reprogramming toward aerobic glycolysis, which is re-
quired to transition from quiescence to S phase.

In our studies, activation of PI3K and Ras contributes to the downregulation 
of the MondoA–TXNIP circuit (Fig. 5.2b). Given the preponderance of PI3K and 
Ras activation in cancer and their established function in driving aerobic glycolysis 
[133, 136], we propose that their suppression of the MondoA–TXNIP circuit may 
be a fairly general feature of the metabolic phenotype of cancer. From a cancer 
perspective, we suggest that the MondoA–TXNIP regulatory circuit constitutes a 
metabolic or stress checkpoint that restricts cell growth. In non-transformed cells, 
we propose that in response to a variety of stresses MondoA-dependent upregula-
tion of TXNIP restricts cell growth until the stress can be resolved. By contrast, 
cells with constitutive activation of the PI3K pathway and/or Ras, TXNIP levels 
remain low, allowing these cells to bypass the metabolic/stress checkpoint.
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Gene Expression Changes in Response to the Tumor 
Microenvironment: LA

The LA tumor microenvironment clearly affects several different aspects of tumori-
genesis, yet the key effectors of LA in promoting tumorigenesis and tumor progres-
sion remain largely unknown. An important step in filling this knowledge gap was 
the recent report describing how cells adapt at the transcriptional level to LA [16]. 
This study, which was conducted in human mammary epithelial cells (HMECs), 
revealed that LA (25 mM lactic acid, pHe 6.7) upregulated gene sets representing 
nutrient deprivation and good breast cancer prognosis, and depleted gene sets repre-
senting E2F1 targets, mitotic cyclins, and poor breast cancer prognosis. The authors 
established a LA gene signature and found that, in contrast to the general perception 
of LA as a positive regulator tumorigenesis, a strong LA gene signature associated 
with favorable clinical outcomes in breast cancer patients. Further, the LA gene 
signature was higher in tumors with wild-type p53 compared to tumors with mutant 
p53 and high LA pathway activity correlated with less aggressive growth in xeno-
graft studies. Thus, in HMECs, LA drives a protective gene expression program that 
is p53 dependent.

What are the key downstream pathways that mediate the protective effects of 
LA? Examination of tumor gene expression data revealed that tumors with the 
highest LA gene expression signature were enriched for pathways for biological 
processes such as TCA cycle, OXPHOS, and metabolism of fatty acids and ami-
no acids. Further, LA repressed expression of several glycolytic enzymes. Thus, 
LA in HMECs drives metabolic reprogramming by repressing a glycolytic gene 
expression program and favoring a gene expression program that features aerobic 
respiration. Further, the LA gene signature is similar to those derived from cells 
treated with PI3K inhibitors, which fits well with the established function of PI3K 
in driving glycolysis. These findings are consonant with others, showing that inhi-
bition of glycolysis and shifting metabolism toward aerobic respiration can restrict 
proliferation and tumorigenesis. Such a mechanism may explain why women with 
tumors with a high LA expression signature have a more favorable prognosis than 
those that don’t.

LA drives a nutrient depletion gene expression signature, so it is not surprising 
that LA treatment activates AMPK, a sensor of low nutrient status, and inactivates 
mammalian target of rapamycin complex 1 (mTORC1) [16]. AMPK activation 
typically stimulates glucose uptake [17], so it is paradoxical that LA represses glu-
cose uptake. To help resolve this paradox, the Chi group identified a set of 115 
genes that were reciprocally regulated by LA and glucose deprivation. Importantly, 
similar to the full LA-dependent gene signature, this smaller gene signature was 
also predictive of good outcome in breast cancer [17]. TXNIP and ARRDC4 were 
among the most differentially expressed genes, being upregulated by LA and down-
regulated in the absence of glucose. This later finding fits well with our work, show-
ing that the expression of TXNIP and ARRDC4 is strictly dependent on glucose. 
The LA-dependent induction of TNXIP and ARRDC4 was strongly, if not entirely, 



855  Response to Acidity: The MondoA–TXNIP Checkpoint Couples …

MondoA dependent. Further, the LA-dependent restriction of glucose uptake re-
quired MondoA and TXNIP. Reduction of MondoA or TXNIP did not fully counter 
the LA-dependent reduction of glucose uptake, implicating a requirement for other 
pathways. In this study, acidosis was the primary driver of TXNIP expression, and 
this activity was further stimulated by lactate. LA increased the level of MondoA 
at the carbohydrate response elements in the proximal region of the TXNIP pro-
moter, suggesting the mechanism by which LA increases TXNIP expression. Ad-
ditional experiments are necessary to determine whether LA increases the nuclear 
accumulation of MondoA, its promoter binding, or its function as a transcriptional 
activator. Collectively, these studies suggest the LA-dependent increase of MondoA 
at the TXNIP promoter increases TXNIP expression, which contributes to the ob-
served reduction in glucose uptake, although other pathways also contribute to this 
blockade. Underlying the importance of the LA-dependent activation of TXNIP and 
ARRDC4 is the finding that their expression correlates well with the broader LA-
dependent gene signature and their high expression correlates with better prognosis. 
Finally, we suggest a tumor-/growth-suppressive role of MondoA–TXNIP axis in 
mediating a reprogramming of metabolism away from aerobic glycolysis under LA.

Potential Mechanisms by Which LA Regulates MondoA 
Transcriptional Activity

LA upregulates TXNIP transcription by increasing MondoA occupancy at the 
TXNIP promoter. In this study, low pHe drives TXNIP expression, and this activ-
ity was further stimulated by lactate. LA may stimulate nuclear accumulation or 
promoter binding of MondoA at the TXNIP promoter [17]. However, glucose also 
increases transactivation function of MondoA [115]; thus, LA may also stimulate 
the recruitment of coactivators. In this section, we speculate on potential models by 
which LA may increase MondoA activity at the TXNIP promoter. Further studies 
are necessary to test these different models.

Proton Sensing by MondoA

MondoA may respond to pH by sensing protons directly or indirectly. For example, 
deletion of MCRI, which contains three highly conserved histidines, blocks nuclear 
retention of MondoA in response to glucose [115]. Histidine is the only H+ titrat-
able residue within the physiological pH range and has been implicated as a pH 
sensor in many proteins [4, 84, 122, 155, 158]; thus, it is possible that the MCRI 
histidines regulate the transcriptional activity of MondoA. Supporting this model, 
mutation of the MCRI histidines (H78, H81, and H88) to alanine renders MondoA 
constitutively cytoplasmic and transcriptionally inactive even in the face of elevated 
glucose (data not shown). Furthermore, protein–lipid and protein–protein interac-
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tions can be regulated by pH. For example, the pleckstrin homology (PH) domain 
of Dbs has lower affinity for membrane phospholipid PI(4,5)P2 at pHi > 7.2 [38], and 
the focal adhesion protein talin has decreased binding to actin filaments at pHi > 7.2 
[141]. MondoA lacks known phosphoinositide-interacting domains such as PH do-
mains and FYVE; however, a fraction of MondoA is membrane associated (our 
unpublished data) [128]. This raises the possibility that low pHi might affect Mon-
doA’s association with intracellular membranes or membrane proteins and control 
its function more indirectly. One candidate for a membrane-associated MondoA-
binding protein is v-ATPase. v-ATPase localizes to the lysosomal outer membrane 
and couples intracellular and organellar pH to different cellular processes by con-
formation-specific interactions with specific proteins or complexes, e.g., mTORC1 
[125, 169]. It is intriguing that in yeast, with some support in mammalian cells, that 
the assembly of v-ATPase is glucose dependent with assembly occurring in a time 
frame similar to MondoA’s glucose-dependent nuclear accumulation and promoter 
binding [67, 130]. Thus, it is possible that v-ATPase couples the lysosomal pH or 
pHi with the nuclear accumulation and transcriptional activity of MondoA.

Low pHe Drives Histone Hypoacetylation

A recent report demonstrates that lowering pHe leads to hypoacetylation of the 
amino-terminal tails of histones, providing a coupling between the extracellular 
environment, chromatin, and gene expression [91]. While histone hypoacetylation 
is generally considered a gene repression mechanism, the effects of bulk hypoacety-
lation on the expression of specific targets are generally unknown. It is worth testing 
whether alterations of the epigenetic landscape of the TXNIP promoter following 
LA contribute to its upregulation.

Low pH Increases Ca2+
i

pH can modulate intracellular Ca2+ pools by several mechanisms. For example, 
low pHi stimulates ER-derived Ca2+ release by affecting the Ca2+ channel activity 
[26, 27]. Further, low pHi in cardiac myocytes following ischemia leads to activa-
tion of NHE to restore the pHi resulting in intracellular Na+ overload. This leads 
to intracellular Ca2+ overload by activating the Na+/Ca2+ antiporter [52]. Studies 
in pancreatic β-cells showed that Ca2+ can regulate TXNIP by activating sorcin, 
which drives ChREBP nuclear accumulation [76, 101]. Furthermore, in HeLa cells, 
several adenine-containing nucleotides trigger MondoA activation of TXNIP using 
a mechanism that required Ca2+ release [164]. Thus, low pHe can change intracel-
lular Ca2+ levels by one or multiple mechanism, which may contribute to the LA-
dependent increase in TXNIP and ARRDC4.
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PI3K/Akt Signaling

Activation of PI3K signaling blocks MondoA-dependent transcriptional activation 
of TXNIP by blocking binding of MondoA to the TXNIP promoter [31]. Related 
to this is the finding that the gene signature induced by LA, which includes TXNIP 
and ARRDC4, is similar to gene expression signatures derived following treatment 
of PI3K inhibitors [16]. Together, these two findings suggest that by unspecified 
mechanisms, LA may result in a blockade of PI3K signaling which would allow for 
elevated TXNIP expression.

ER Stress

Acidosis induces ER stress in different cell lines, e.g., mouse astrocytes, meso-
thelial cells, and human glioblastoma cell lines [3, 61]. Recently, multiple groups 
showed that TXNIP expression is induced by ER stress through the PERK and IRE1 
pathways in pancreatic β-cells [2, 77, 103]. Perhaps, pHe-induced ER stress medi-
ates the LA-induced TXNIP expression.

G Protein-Coupled Receptor Signaling

A group of structurally related G protein-coupled receptors (GPCR; e.g., TDAG8, 
OGR1, and GPR4) function as H+ sensors using multiple histidines in their extracel-
lular domains, and mediate the downstream signaling by activating the adenylyl cy-
clase/cAMP/PKA cascade [58, 84, 122, 155]. Although controversial, one group has 
reported the transcriptional activation of ChREBP involves PKA-mediated phos-
phorylation [65, 68, 148]. The proposed PKA phosphorylation sites in ChREBP are 
not conserved in MondoA. Nonetheless, given that GPCRs can sense and respond 
to decrease in pHe, it is worthwhile testing whether signals downstream of GPCR 
signaling mediate MondoA-dependent activation of TXNIP.

mRNA Stabilization

mRNA encoding PEPCK, glutaminase, and glutamate dehydrogenase are selec-
tively stabilized upon acidosis. This low pH-responsive stabilization is conferred 
by differential RNA binding of coregulator proteins to the conserved adenylate 
uridylate (AU)-rich sequences in the 3′ untranslated region (3′UTR) of these mes-
sages. This results in a decreased recruitment of deadenylase to the polyA tail of 
mRNA, which prevents mRNA from degradation upon deadenylation [50, 57, 74, 
99]. Although no AU-rich elements were found within the + 692–+ 1204 region of 
human TXNIP 3′UTR [168], there are AU-rich sequences present more upstream in 
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the 3′UTR human TXNIP mRNA that could function as pH-response elements (our 
unpublished analysis). Thus, it would be interesting to examine whether similar 
mechanisms result in TXNIP mRNA stabilization under LA conditions, providing 
another level of regulation to maximize TXNIP expression in response to acidosis.

Does the MondoA–TXNIP Axis Function as a Bioenergetic 
Checkpoint?

Checkpoints allow cells to respond to a variety of insults by arresting division and 
allowing damage, repair, or restoration of homeostatic function. First observed in 
control of the cell cycle, it is now clear that checkpoint pathways are also in place 
to allow cells to respond to an energy-depleted state. For example, liver kinase B1 
(LKB1) and AMPK sense high AMP levels and trigger an orchestrated response 
where catabolic pathways are activated and anabolic pathways are repressed to 
restore bioenergetic homeostasis [53]. Similarly, general control nonderepressible 
2 (GCN2) senses uncharged transfer RNA (tRNA) molecules as a proxy for low 
amino acid levels, blocking translation and stimulating the synthesis of amino acids 
[42]. Rather than sensing an energy-depleted state, our data suggest that MondoA–
TXNIP axis constitutes a checkpoint response that is activated by microenviron-
ment stresses like LA and an energy-replete state such as high glycolysis. Activation 
of this checkpoint restricts glucose uptake, aerobic glycolysis, and cell growth in 
order to resolve the microenvironmental stress and normalize intracellular metabo-
lism. Like other checkpoints in cancer, we suggest the MondoA–TXNIP axis is 
intact in cells early in tumor progression resulting in high TXNIP, which portends 
a better outcome for patients. Likewise, we suggest the MondoA–TXNIP axis can’t 
be fully activated in tumors later in tumor progression resulting in low TXNIP, 
which portends a poor outcome for patients. As discussed above, the transcriptional 
function of MondoA and translation of TXNIP mRNA are under the negative con-
trol of signal pathways that are frequently activated in human cancer, providing a 
route to inactivate the MondoA–TXNIP axis.

Metabolic Checkpoints and Control of the Lactic Acidotic 
Microenvironment: Working Models

How the metabolic state of tumor cells affects its stromal neighbors and vice versa 
is just coming into focus and is an active area of research. As above, several possi-
bilities exist for metabolic cooperation between tumor and stroma, including meta-
bolic coupling and the reverse Warburg effect. Our data on the MondoA–TXNIP 
checkpoint suggest it may have cell-autonomous and cell-nonautonomous roles in 
dictating the metabolic “state” of the tumor microenvironment. Further, given that 
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MondoA–TXNIP can respond to LA, it is also likely that it allows cells to respond 
to changes in the microenvironment. We outline some working models for the Mon-
doA–TXNIP checkpoint in different cellular contexts (Fig. 5.4).

From a cell-autonomous standpoint, we propose that an intact MondoA–TXNIP 
axis is one component of the cellular response to elevated glucose uptake or gly-
colysis. We envision that in epithelial cells with glycolysis-driving oncogenic 
events or that are far from a blood supply, that activation of the MondoA–TXNIP 
checkpoint restricts glucose uptake and restricts aerobic glycolysis. This restriction 
of glycolysis would limit the availability of glucose-derived carbons required for 
growth permissive biosynthesis. Further, restriction of glycolysis would reduce se-
cretion of lactate, resulting in a normalization of LA in the microenvironment. This 
would disrupt metabolic coupling between tumor and stroma cells and abrogate the 
pro-growth/invasion phenotypes associated with the low pH microenvironment. In 
addition, restriction of LA in the microenvironment should prevent the metabolic 
reprogramming of tumor-associated fibroblasts in the case of the reverse Warburg 
model. Instead, we suggest that stromal fibroblasts also respond to LA by upregulat-
ing TXNIP, restricting rather than activating aerobic glycolysis. In cases of severe 
LA where homeostasis cannot be restored, TXNIP may contribute to apoptosis in 
the stromal cells.

While not yet elucidated with mechanistic detail, our work, and that of others, 
suggests that many pathways associated with cell transformation negatively regu-
late the MondoA–TXNIP checkpoint. For example, PI3K pathway activation, Ras 
activation, and elevated glutaminolysis are very common in cancer, and each acts 
as repressors of MondoA activity and/or TXNIP expression (Fig. 5.2b). Thus, we 
suggest that the MondoA–TXNIP checkpoint is inactivated or attenuated during 
tumor progression, blocking the cellular response to a variety of different stresses, 
including glycolytic flux and LA. Inactivation of the MondoA–TXNIP checkpoint 
has several implications for tumor cells and the surrounding environment. The in-
ability of the tumor cell to attenuate aerobic glycolysis in the face of mounting LA 
would support unchecked biosynthesis and elevated secretion of lactate: a positive 
feed-forward regulatory circuit. Increasing LA would lower the pH of the micro-
environment, increase the invasive potential of the tumor cells, and allow for the 
clonal evolution of surrounding cells that acquired resistance to apoptosis. Further, 
increased lactate would increase metabolic coupling with surrounding stromal 
cells or increase metabolic reprogramming of stromal fibroblasts in the case of the 
reverse Warburg model. From a different perspective, it is also possible that highly 
metabolic tumor cells with elevated glycolysis and glutaminolysis may restrict the 
growth of their non-transformed neighbors by utilizing the bulk of available nutri-
ents [97]. Such a model predicts the clonal evolution of cells harboring mutations 
that are insensitive to nutrient limitation. Cells with mutations in LKB1 or TSC2 
fail to respond to nutrient deprivation, representing examples of this class of mutant 
[59, 134, 135].
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Fig. 5.4   The MondoA–TXNIP axis and the tumor microenvironment—working models. Our data 
suggest that the MondoA–TXNIP axis functions as a checkpoint that is activated by high glyco-
lytic flux and extracellular stresses like LA. The checkpoint response, via restriction of glucose 
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Conclusions and Future Perspectives

How cells sense and respond transcriptionally to intracellular levels of different nu-
trients and their flux into and through different metabolic or biosynthetic pathways 
is critical for maintaining metabolic homeostasis. Disruption of these regulatory 
controls can contribute to metabolic reprogramming towards aerobic glycolysis, a 
common feature of the transformed state. The transcription factors Myc and HIF-
1α, via their coordinated activation of most glycolytic and other metabolic target 
genes, are important drivers of aerobic glycolysis. By contrast, MondoA and its 
partner Mlx are just emerging as important sensors of glycolytic and glutamino-
lytic flux and they coordinate the use of glucose and glutamine. Unlike Myc and 
HIF-1α, MondoA:Mlx complexes, through their activation of TXNIP, restrict glu-
cose uptake via a negative feedback mechanism. MondoA:Mlx complexes are also 
under the control LA, and this feedback mechanism would also normalize the pH 
of the microenvironment. Similar to other checkpoints, we propose an important 
role for MondoA in sensing and responding to intracellular and extracellular bio-
energetic cues. When these cues fall outside of the physiological range, we suggest 
that MondoA triggers an adaptive transcriptional response that restricts cell growth 
until homeostasis can be restored. MondoA’s regulation of TXNIP appears to play 
an important role in the cellular response to increased glycolytic flux and a number 
of stresses, including LA. A complete description of the direct MondoA-dependent 
transcriptome under different conditions will allow a deeper understanding of how 
cells coordinate their stress response.

If the MondoA–TXNIP checkpoint is truly growth/tumor suppressive, it will be 
important to determine whether it can be inactivated by oncogenic signals other 
than PI3K, Ras, and glutaminolysis. By doing so, it may be possible to identify 
novel therapeutic approaches that target cells based on the functional status of the 
checkpoint. Myc, HIF-1α, and TXNIP appear to be the central regulators of aerobic 
glycolysis in mammals, yet we only have a rudimentary understanding of how they 
coordinate glucose utilization. One simple model is that Myc and HIF-1α control 
glucose utilization by regulating glycolytic target genes and TXNIP controls access 
to glucose. Thus, it will also be important to determine the relative contribution of 
Myc and HIF-1α upregulation and TXNIP repression to aerobic glycolysis in the 
G0 to G1 transition and in cancer. We have focused this review primarily on TXNIP 
as a repressor of glucose uptake and aerobic glycolysis, yet it has other functions, 
e.g., HIF-1α destabilization, p27Kip1 stabilization, inhibition of thioredoxin activity, 
apoptosis, and maintenance of mitochondrial function, which may also contribute 
to its growth-/tumor-suppressive activity. It will be important to elucidate the key 

uptake and aerobic glycolysis, allows normalization of intracellular bioenergetic homeostasis and 
a reduction of LA in the tumor microenvironment. Common oncogenic lesions inactivate the Mon-
doA–TXNIP checkpoint (Fig. 5.2b), allowing unrestricted glucose uptake and aerobic glycolysis, 
providing a cell-autonomous growth advantage. Unchecked aerobic glycolysis also exacerbates 
LA in the tumor microenvironment, which provides a number of cell-nonautonomous advantages 
as discussed in the text
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TXNIP effectors in different cell contexts to fully appreciate its function in physi-
ological and pathophysiological states.
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Overview of Glutamine Metabolism

Many rapidly growing cells such as intestinal epithelial cells and cells of the im-
mune system consume glutamine as their primary nutrient [1]. These cells express 
high levels of a mitochondrial glutaminase (GA), which hydrolyzes the amide bond 
in glutamine. The resulting glutamate is transaminated to form either alanine or 
aspartate and α-ketoglutarate that is oxidized in the tricarboxylic acid cycle (TCA) 
cycle. As a result, these cells utilize very little glucose. By contrast, most cancer 
cells take up large amounts of glucose, which is converted primarily to lactate, even 
in the presence of sufficient oxygen [2]. To maintain mitochondrial function, trans-
formed cells also exhibit an increased conversion of glutamine to lactate [3]. This 
pathway, termed glutaminolysis, generates adenosine triphosphate (ATP), reduced 
nicotinamide adenine dinucleotide phosphate (NADPH), and the precursors neces-
sary to support the synthesis of the nucleotides and lipids, which are required for 
cell division. As a result, many transformed cells also require glutamine as an es-
sential nutrient. To support this addiction to glutamine, transformed cells frequently 
exhibit an increased expression of the mitochondrial GA [4, 5].

Early studies used Ehrlich ascites tumor cells to demonstrate the role of GA 
in maintaining a transformed phenotype [6]. The tumor cells, which were stably 
transfected with a plasmid that encoded a GA antisense RNA, lost their transformed 
phenotype and failed to produce tumors when injected into mice. Interest in GA as a 
potential cancer chemotherapeutic target was kindled further by two recent studies. 
The initial study demonstrated that increased expression of the c-Myc oncogene in 
human P-493 B lymphoma cells resulted in increased expression of GA [7]. Further 
experiments demonstrated that c-Myc expression suppressed the synthesis of two 
microRNAs (miRNAs), miR-23a/b, that inhibit GA expression. The authors also 
demonstrated that small interfering RNA (siRNA) knockdown of GA significantly 
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decreased the rates of proliferation of P493 B cells and human PC3 prostate can-
cer cells, two transformed cell lines that exhibit oncogenic levels of c-Myc. In the 
second study [8], compound 968 was identified as a potent inhibitor of the cellular 
transformation that was produced by expression of an oncogenic Dbl, a mutated 
form of a Rho-family guanine nucleotide exchange factor. Subsequent pull-down 
and mass spectrometric analysis identified the mitochondrial GA as the target of 
968. Additional studies established that siRNA knockdown of GA mimicked the 
effects of 968. Both treatments inhibited the ability of three constitutively activated 
Rac or Rho GTPases to stimulate growth in low serum or in soft agar. GA knock-
down also inhibited proliferation of transformed NIH3T3 fibroblasts and of breast 
cancer cells. More recent studies suggest that 968 is not a direct inhibitor of GA, 
but that it may block a covalent modification or the phosphate-dependent activation 
of GA [9].

Glutamine metabolism is also essential for the normal function of the nervous 
system. In the brain, GA participates in the intercellular cycle that generates and re-
moves the excitatory neurotransmitter, glutamate [10]. This process normally main-
tains low micromolar concentrations of extracellular glutamate even in the presence 
of millimolar concentrations of extracellular glutamine. A slight increase in extra-
cellular glutamate causes excitotoxicity and contributes to neuronal cell death re-
sulting from stroke, trauma, and chronic neurodegenerative diseases [11–14]. Initial 
studies demonstrated that the release of GA from damaged neurons in cell culture 
results in the formation of extracellular glutamate and initiates a progression of ex-
citotoxicity [15]. Additional studies demonstrated that following brain injury, high 
levels of released GA activity may contribute to the expanding zone of neuronal 
damage that evolves for 24–48 h after a stroke [16]. Thus, the gradual release of 
GA from disrupted neurons is a potential contributor to the in vivo development of 
glutamate excitotoxicity. Based upon these results, we designed a high throughput 
assay that was used by Robert Newcomb at Neurex to identify bis-2 [5-phenylacet-
amido-1,3,4-thiadiazol--yl] ethyl sulfide (BPTES) as a potent and specific inhibitor 
of GA. In subsequent studies, Jialin Zheng demonstrated that release of GA from 
HIV-infected macrophages [17] and microglia [18] contributes to HIV-associated 
dementia. The observed effects were prevented by BPTES inhibition or siRNA 
knockdown of GA [18–20]. Based upon these observations, it was proposed that a 
nonmembrane permeable inhibitor of the released GA would be an effective treat-
ment to reduce the morbidity associated with a stroke or HIV-associated dementia. 
More recent studies have also demonstrated that BPTES selectively inhibits the 
growth of glioblastoma cells that express the R134 mutation in isocitrate dehydro-
genase [21]. This mutation is frequently found in gliomas and acute myelogenous 
leukemia [22, 23]. The effect of BPTES was reproduced by selective siRNA knock-
down of GA and was reversed by providing an exogenous source of α-ketoglutarate. 
Therefore, BPTES is a valuable lead compound for development of a therapeutic 
inhibitor of the mitochondrial GA.

The kidney is also an important site of glutamine metabolism, but only dur-
ing metabolic acidosis [24]. During normal acid–base balance, the kidneys extract 
and catabolize very little of the plasma glutamine. However, following the onset of 
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metabolic acidosis, which is characterized by a decrease in plasma pH and HCO3
− 

ion concentration, the kidneys sustain a rapid and pronounced increase in glutamine 
catabolism. This adaptation occurs primarily in the proximal convoluted segment 
of the renal nephron and results in increased synthesis of NH4

+ and HCO3
− ions and 

glucose. The NH4
+ ions are primarily excreted in the urine where they function as 

expendable cations, which facilitate the excretion of the excess acid. By contrast, 
the newly synthesized HCO3

− ions are added to the blood to partially compensate 
the decrease in blood pH. The remaining carbons from glutamine are largely con-
verted to glucose. This adaptation provides an important paradigm for understand-
ing how GA expression and glutamine metabolism are regulated in response to 
onset of metabolic acidosis.

Structure of the Mitochondrial Glutaminase

Two separate genes, GLS1 and GLS2, encode the mitochondrial GA. The human 
GLS1 gene spans 82 kb on chromosome 2, contains 19 exons, and encodes two 
isoforms, kidney-type glutaminase (KGA) and glutaminase C (GAC), that are 
produced by alternative splicing of the initial transcript [25, 26]. The KGA iso-
form is highly expressed in the kidney, brain, intestine, and cells of the immune 
system, whereas GAC is primarily expressed in the heart, pancreas, and lung and 
is induced in many transformed cells. The KGA and GAC isoforms share identical 
N-terminal and core amino acid sequences that are transcribed from exons 1–14, 
but have unique C-termini (Fig. 6.1). The C-terminus of GAC is derived from exon 
15, whereas the C-terminal domain of KGA is derived from exons 16–19 [27]. 
The C-termini of the KGA and GAC isoforms are nonhomologous but are highly 
conserved among various mammalian species. The N-terminal region of both rat 
isoforms contains a 72-amino acid mitochondrial targeting signal that is removed 
by the matrix processing protease [28]. The N-terminal segment of either mature 
GLS1 protein contains a region of low complexity that is unstructured and highly 
sensitive to proteolysis [29]. The central core region, which contains the catalytic 
domain, is highly conserved from bacteria to humans. The Structural Genomics 
Consortium expressed this segment of the human GLS1 gene product (hGA221–533) 
in Escherichia coli, purified and crystallized it in the presence of glutamate, and 
solved the 3-dimensional structure by X-ray crystallography (http://www.rcsb.org/
pdb/explore/explore.do?structureId=3CZD). This region forms a compact globular 
structure that is composed of two domains. One domain is entirely α-helical and 
the other contains both α-helices and β-sheets. The two domains form a pocket, 
which contains the active site serine residue. A co-crystallized glutamate molecule 
is tightly bound within this grove and is appropriately positioned adjacent to the 
active site serine residue.

By contrast, much less is known about the LGA isoform that is encoded by the 
GLS2 gene [30]. This protein is highly expressed in adult liver and to a lesser extent 
in brain. It is also induced in multiple forms of cancer. LGA contains a catalytic 
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core region that is highly homologous to the core regions of the GLS1 proteins. 
However, it contains unique N- and C-terminal segments. The C-terminal region 
has been shown to bind a specific GA-interacting protein [31]. However, the func-
tion of this interaction has not been clearly defined.

A unique catalytic property of the KGA and GAC isoforms is the potent activa-
tion by phosphate and other polyvalent anions [32]. The KM for glutamine decreases 
in the presence of increasing phosphate concentration and phosphate activation cor-
relates with the association of inactive dimers to form active tetramers and larger 
oligomers [33, 34]. Kinetic and biophysical analyses of the mechanism of inactiva-
tion established that BPTES blocks the allosteric activation caused by phosphate 
binding and promotes the formation of an inactive complex [35]. Gel-filtration 
chromatography and sedimentation-velocity analysis established that BPTES pre-
vents the formation of large phosphate-induced oligomers and instead promotes the 
formation of a single oligomeric species with distinct physical properties. Sedimen-
tation-equilibrium studies determined that the oligomer produced by BPTES is a 
stable tetramer.

When expressed in E. coli, the full-length recombinant rat KGA forms inclusion 
bodies [36]. The N-terminal segment, containing the mitochondrial targeting signal 
and the region of low complexity, is encoded by exon 1. A construct that lacks this 
sequence (rKGAΔ1) is readily expressed in E. coli and retains full activity [37]. This 
form of recombinant rKGA was used to perform the initial characterization of the ef-
fects of BPTES inhibition [35]. We obtained the hGA221–533expression plasmid from 
the Structural Genomics Consortium and determined that this form of hGA is less ac-
tive than the native enzyme. In addition, its activity is poorly inhibited by BPTES. To 
address these concerns, we cloned the hKGAΔ1, hGACΔ1, and hGA124–551 segments 
into pET-15b expression vectors, which add an N-terminal His6-tag. The latter con-
struct lacks the unique C-terminal sequences from either isoform. All three purified 
proteins retain full activity, indicating that neither C-terminal domain is essential for 
catalysis. Kinetic experiments established that the purified hGA124–551protein exhib-
its a phosphate activation profile and a KM for glutamine (2.5 mM) that are similar 
to the native enzyme [38]. When the glutamine saturation profiles were repeated 
using 30  mM phosphate in the presence of increasing concentrations of BPTES, 
both the KM and the VMAX decreased. Double reciprocal plots of the data indicated 
that BPTES functions as an uncompetitive inhibitor with a KI of 0.2 µM. Therefore, 
BPTES is a potent inhibitor of hGA that binds to a site other than the active site and 
prevents a conformational change required for GA activity.

hKGA 

hGAC 
Mito 

Targeting 
Low 

Complexity Catalytic Core     Unique       
C-Terminus 

66 kDa 

58 kDa 

1 72 123 221 533 551 669 

598 551 

Fig. 6.1   Domain structure of human KGA and GAC isoforms. The two isoforms share a com-
mon sequence (amino acids 1–550) but contain unique C-terminal segments (KGA, amino acids 
551–669 and GAC, amino acids 551–598)
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More recently, the structure of hGAC bound to BPTES was determined [39]. 
The full-length hGAC sequence was expressed in Sf9 cells. During expression, the 
N-terminal mitochondrial targeting sequence was removed. When crystallized with 
BPTES, the hGAC forms a highly symmetrical tetramer containing two molecules 
of BPTES that are positioned at the dimer to dimer interfaces. The N-terminal re-
gions of low complexity (residues 71–135) and the unique C-terminal segments 
(residues 547–598) were not evident in the X-ray crystallographic structure, sug-
gesting that they are highly flexible or disordered. Residues 137–224 form small 
helical domains that are positioned on the sides of the tetramer opposite from the 
dimer to dimer interfaces. The catalytic core of the hGAC (residues 224–546) forms 
the highly conserved structure that was reported previously and is characteristic of 
all crystallized forms of GA. Each BPTES interacts in a highly symmetrical fash-
ion with residues in the loop sequences (residues 320–327) and the α-helices (resi-
dues 386–399) that form the interface between two monomers. The loop sequence 
is normally unstructured, but it adopts a specific conformation upon binding of 
BPTES. The reported structure provides a detailed molecular model of how BPTES 
promotes the formation of an inactive tetrameric form of GA. The structure also 
suggests that the loop segment may play an important role in mediating the confor-
mational changes that are essential for GA activity.

Renal Metabolism of Glutamine

During normal acid–base balance, the kidneys extract and metabolize very little 
of the plasma glutamine (Fig. 6.2). For example, the measured rat renal arterial–
venous difference is less than 3 % of the arterial concentration of glutamine [40], 
and only 7 % of the plasma glutamine is extracted by the human kidneys even after 
an overnight fast [41]. Therefore, renal uptake is significantly less than the 20 % 
of plasma glutamine that is filtered by the glomeruli. Most of the filtered gluta-
mine is reabsorbed within the proximal convoluted tubule and transported across 
the basolateral membrane [42]. Utilization of the small fraction of extracted plasma 
glutamine requires its transport into the mitochondrial matrix where glutamine is 
deamidated by KGA and then oxidatively deaminated by glutamate dehydrogenase 
(GDH). A mitochondrial glutamine transporter was partially purified from rat kid-
ney and shown by reconstitution in lipid vesicles to be specific for glutamine and 
asparagine [43]. Neither the amino acid sequence nor the gene that encodes this 
transporter has been identified. However, kinetic measurements in isolated rat renal 
mitochondria indicate that the rate of glutamine uptake is not rate limiting for glu-
tamine catabolism [44, 45]. In addition, basal GA activity is much greater than that 
required to accomplish the normal catabolism of glutamine. Therefore, either the 
activity of the mitochondrial glutamine transporter or GA must be largely inhibited 
or inactivated in vivo during normal acid–base balance to accomplish the effective 
reabsorption of glutamine. Finally, during normal acid–base balance, the urine is 
only slightly acidified. Thus, only two-thirds of the ammonium ions produced from 
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glutamine are trapped in the tubular lumen and excreted [46]. The remaining am-
monium ions are added to the renal venous blood and utilized in the liver to generate 
urea, a process that consumes HCO3

− [47].
Metabolic acidosis is a common clinical condition that is caused by genetic or 

acquired defects in metabolism, in renal handling of bicarbonate, and in the ex-
cretion of titratable acid [47]. In children, a sustained acidosis may contribute to 
the mental retardation that is frequently associated with many forms of genetic ac-
idurias. Patients with cachexia, trauma, uremia, end-stage renal disease, and HIV 
infection frequently develop acidosis as a secondary complication that adversely 
affects outcome. In adults, chronic acidosis also contributes to osteomalacia, neph-
rocalcinosis, and urolithiasis.

Acute onset of a metabolic acidosis produces rapid changes in the interorgan 
metabolism of glutamine [48] that support a rapid and pronounced increase in renal 
catabolism of glutamine. Within 1–3 h, the arterial plasma glutamine concentration 
is increased twofold [49] due primarily to an increased release of glutamine from 
muscle tissue [50]. Significant renal extraction of glutamine becomes evident as 

Fig. 6.2   Renal catabolism of glutamine during normal acid–base balance. The glutamine filtered 
by the glomeruli is nearly quantitatively extracted from the lumen of the proximal convoluted 
tubule and largely returned to the blood. The transepithelial transport utilizes BoAT1, a Na+-depen-
dent neutral amino acid cotransporter in the apical membrane, and LAT2, a neutral amino acid 
antiporter in the basolateral membrane. To accomplish this movement, either the mitochondrial 
glutamine transporter or the mitochondrial glutaminase ( GA) must be inhibited ( red X). The apical 
Na+/H+ exchanger functions to slightly acidify the lumen to facilitate the recovery of HCO3

− ions
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the arterial plasma concentration is increased. Net extraction by the kidneys reach 
35 % of the plasma glutamine, a level that significantly exceeds the 20 % that is fil-
tered by the glomeruli. Thus, the direction of basolateral glutamine transport must 
be reversed in order for the proximal convoluted tubule cells to extract glutamine 
from both the glomerular filtrate and the venous blood. In addition, the transport of 
glutamine into the mitochondria and/or GA activity must be acutely activated [51]. 
Additional responses include a prompt acidification of the urine that results from 
translocation [52] and acute activation of NHE3, the apical Na+/H+ exchanger [53]. 
NHE3 can also transport NH4

+ ions in place of H+. Thus, the increased NHE3 activ-
ity also facilitates the rapid removal of cellular ammonium ions [54] and ensures 
that the bulk of the ammonium ions generated from the amide and amine nitrogens 
of glutamine are excreted in the urine. Finally, the cellular concentrations of glu-
tamate and α-ketoglutarate are significantly decreased within the rat renal cortex 
[55]. The latter compounds are products and inhibitors of the GA and GDH reac-
tions, respectively. The decrease in concentrations of the two regulatory metabolites 
may result from a pH-induced activation of α-ketoglutarate dehydrogenase [54]. 
Therefore, the acute increase in renal ammoniagenesis results from an increased 
availability of glutamine and the rapid activation of key transport processes and GA 
and GDH activities. All of these adaptations precede the increased expression of the 
enzymes of renal ammoniagenesis. Thus, the cells of the renal proximal convoluted 
tubule are likely to sense acute changes in extracellular or intracellular pH and/or 
HCO3

− concentration and activate a signaling pathway that enhances flux through 
the mitochondrial KGA, GDH, and TCA cycle enzymes.

Potential pH-responsive Signaling Pathways

The kidney uses multiple mechanisms to sense changes in acid–base balance [56]. 
For example, GPR4, a G protein-coupled receptor that binds H+ ions and activates 
cyclic adenosine monophosphate (cAMP) formation, is highly expressed through-
out the renal collecting duct [57]. By sensing changes in interstitial pH, the GPR4 
may stimulate cAMP production to activate V-ATPase translocation and H+ ion ex-
trusion by the A-type intercalated cells of the collecting duct [58]. A soluble adenyl 
cyclase (sAC), which is activated by HCO3

− ions, is also highly expressed in the 
thick ascending limb, distal tubules, and collecting ducts of the kidney [59]. It may 
also function to activate V-ATPase translocation and H+ ion excretion. However, 
neither of these proteins is significantly expressed in the proximal convoluted tu-
bule where the increased expression of GA and GDH occur. In addition, treatment 
of LLC-PK1-F

+ cells with forskolin or membrane-permeable analogs of cAMP had 
no effect on expression of the two key enzymes of renal ammoniagenesis [60].

The potential involvement of the MAPK signaling pathways (ERK1/2, SAPK/
JNK, p38) in the pH-responsive induction of GA and phosphoenolpyruvate car-
boxykinase (PEPCK) mRNAs was initially examined by determining the effects 
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of specific MAPK activators and inhibitors in LLC-PK1-F
+ cells [61]. Anisomycin, 

a potent activator of the p38 and ERK1/2 pathways, increased GA and PEPCK 
mRNAs to levels comparable to those observed following treatment with pH 6.9 
medium. Transfer of cultures to acidic medium resulted in phosphorylation, and 
thus activation, of both kinases. SB203580, a specific p38 MAPK inhibitor, led to 
a dose-dependent inhibition of both the pH- and anisomycin-mediated induction 
of PEPCK mRNA and blocked phosphorylation of activating transcription factor 2 
(ATF-2), a downstream substrate of the p38 kinase. By contrast, the MEK1/2 inhibi-
tor, PD098059, and the SAPK/JNK inhibitor, curcumin, did not affect basal or acid-
induced levels of PEPCK mRNA, indicating that neither ERK1/2 nor SAPK/JNK 
play a significant role in regulating PCK1 gene expression. Western blot analysis 
revealed that only p38α is strongly expressed in LLC-PK1-F

+ cells. Gel-shift analy-
sis using a labeled oligonucleotide containing the CRE-1 element of the PEPCK 
promoter produced multiple bands, one of which was supershifted with antibod-
ies specific for ATF-2. Therefore, the p38α/ATF-2 signaling pathway is likely to 
mediate the pH-responsive induction of PEPCK mRNA. However, the addition of 
SB203580 did not block the pH-responsive increase in GA mRNA [61].

To further characterize the potential role of the p38 MAPK signaling path-
way, clonal lines of LLC-PK1-F

+ cells were developed that use a tetracycline-
responsive promoter to express constitutively active (ca) or dominant negative 
(dn) forms of MKK3 and MKK6, kinases that act upstream of p38 MAPK [62]. 
Expression of caMKK6, but not caMKK3, caused an increase in phosphorylation 
of p38 MAPK and an increase in the level of PEPCK mRNA that closely mim-
icked the effect of treatment with acidic medium. The caMKK6 also enhanced 
expression of a PCK1-luciferase reporter construct. Co-expression of either or 
both dnMKKs blocked the increases in phosphorylation of p38 MAPK and tran-
scription of PEPCK mRNA. Therefore, the pH-responsive increase in PEPCK 
mRNA in the kidney is mediated by the p38 MAPK signaling pathway and in-
volves activation of MKK3 and/or MKK6 [62]. By contrast, co-expression of 
caMKK6 had no effect on the activity of a GA-luciferase construct that contained 
401-bp of the GA promoter and the full-length 3′-UTR of the 3.4-kb KGA mRNA 
(unpublished data of C. Yang and N. P. Curthoys). The latter data indicate that 
separate signaling pathways are activated in response to acidosis to induce tran-
scription of PEPCK mRNA and to stabilize selective mRNAs.

Response to Chronic Metabolic Acidosis

During chronic metabolic acidosis, the kidney continues to extract more than one 
third of the total plasma glutamine [40] in a single pass through this organ even 
though plasma glutamine concentrations are now decreased compared to normal 
and the initial decreases in glutamate and α-ketoglutarate are partially reversed. The 
increased renal catabolism of glutamine is now sustained by increased expression 
of the genes that encode various ion transporters and key enzymes of glutamine 
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metabolism and gluconeogenesis (Fig. 6.3). Following the onset of acidosis, a rapid 
induction of PEPCK gene expression occurs only within the S1 and S2 segments 
of the proximal tubule [63]. The more gradual increases in the levels of mitochon-
drial GA [64, 65] and GDH [66] also occur solely within the proximal convoluted 
tubule. The adaptations in GA and PEPCK levels result from increased rates of 
synthesis of the proteins [67, 68] that correlate with comparable increases in the 
levels of their respective mRNAs [69, 70]. However, the increase in GA protein 
results from the selective stabilization of the GA mRNA [71–73], whereas the initial 
increase in PEPCK activity results from enhanced transcription of the PCK1 gene 
[74]. However, the sustained increase in PEPCK expression is mediated, in part, 

Fig. 6.3   Renal catabolism of glutamine during chronic metabolic acidosis. Approximately one-
third of the plasma glutamine is extracted and catabolized within the early portion of the proximal 
tubule. BoAT1 continues to mediate the extraction of glutamine from the lumen. Uptake of gluta-
mine through the basolateral membrane occurs by reversal of the neutral amino acid exchanger, 
LAT2, and through increased expression of SNAT3. Increased renal catabolism of glutamine is 
facilitated by increased expression ( red arrows) of the genes that encode glutaminase (GA), glu-
tamate dehydrogenase ( GDH), phosphoenolpyruvate carboxykinase ( PEPCK), the mitochon-
drial aquaporin-8 ( AQP8), the apical Na+/H+ exchanger (NHE3), and the basolateral glutamine 
transporter ( SNAT3). In addition, the activities of the mitochondrial glutamine transporter and 
the basolateral Na+/3HCO3

− are increased (+). Increased expression of NHE3 contributes to the 
transport of ammonium ions and the acidification of the luminal fluid. The combined increases in 
renal ammonium ion excretion and gluconeogenesis result in a net synthesis of HCO3

− ions that 
are transported across the basolateral membrane by the Na+/3HCO3

− cotransporter ( NBC1). αKG 
α-ketoglutarate, Mal malate, OAA oxaloacetate, PEP phosphoenolpyruvate
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by stabilization of the PEPCK mRNA [75, 76]. The activities of the mitochondrial 
glutamine transporter [51], SNAT3, a basolateral glutamine transporter [77], NHE3 
[78], and NBC1, the basolateral Na + -3HCO3

− cotransporter [78], are also increased 
in the proximal tubule during chronic acidosis.

SNAT3 (SN1, SLC38A3) [79] is a high-affinity glutamine transporter [80] that 
catalyzes the Na+-dependent uptake of glutamine coupled to the efflux of an H+ ion 
[81, 82]. Under physiological conditions, this reaction is reversible. In the brain, 
SNAT3 is expressed primarily in glial cells [83], while in the liver, it is found solely 
in the perivenous hepatocytes [84]. Under normal acid–base conditions, in rat kid-
ney SNAT3 is localized solely to the basolateral membrane of the proximal straight 
tubules [77]. All of these cells express high levels of glutamine synthetase [1] and 
release glutamine. Thus, the SN1 transporter may normally function to catalyze 
glutamine efflux coupled to H+ ion uptake. However, during acidosis, increased 
expression of SNAT3 occurs primarily in the basolateral membranes of the S1 and 
S2 segments of proximal tubule [79]. Given the sustained increases in H + ion con-
centration within these cells during acidosis [85, 86], the gradual increase in expres-
sion of the SN1 transporter may contribute to the sustained increase in basolateral 
uptake of glutamine.

The increased expression of NHE3 contributes to the acidification of the fluid 
in the tubular lumen and the active transport of ammonium ions [54]. Thus, the 
increased renal ammoniagenesis continues to provide an expendable cation that 
facilitates the excretion of titratable acids while conserving Na+ and K+ ions. The 
increased Na+/H+ exchanger activity also ensures the complete tubular reabsorption 
of HCO3

− ions. In rats and humans, the α-ketoglutarate generated from glutamine is 
primarily converted to glucose [87]. This process requires the cataplerotic activity 
of PEPCK to convert intermediates of the TCA cycle to phosphoenolpyruvate. This 
pathway generates two H+ and two HCO3

− ions per mole of α-ketoglutarate. The two 
H+ ions are consumed during the conversion of phosphoenolpyruvate to glucose. 
The activation of NBC1, the basolateral Na+/3HCO3

− cotransporter, facilitates the 
translocation of reabsorbed and of de novo-synthesized HCO3

− ions into the renal 
venous blood. Thus, the combined adaptations create a net renal release of HCO3

− 
ions that contribute to the ability of the kidney to partially restore acid–base balance.

Stabilization of GA mRNA

The time required for an mRNA to change from one steady-state level to another 
is proportional to its half-life [88]. Thus, rapid induction of an mRNA is feasible 
only if the mRNA has a rapid turnover. Eukaryotic mRNAs contain a 5′-7MeGpppG 
cap and a 3′-poly(A) tail that bind initiation factors and the cytoplasmic poly(A) 
binding protein (PABP), respectively. Protein–protein interactions between eIF4E 
and PABP form a circular structure that stabilizes the mRNA and enhances transla-
tion. The rapid degradation of mammalian mRNAs can be initiated by the interac-
tion of RNA binding proteins with specific sequences, usually AU-rich elements 
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(AREs), within the 3′-UTR [89, 90]. Alternatively, miRNAs, in complex with an 
Argonaute (AGO) protein, recognize specific mRNAs by base pairing to partially 
complementary binding sites [91]. The AGO protein interacts with GW182, which 
in turn interacts with the PABP. The primary mechanism of mammalian mRNA de-
cay involves recruitment of either or both of the resulting ribonucleoprotein (RNP) 
complexes to cytoplasmic loci termed processing bodies. The processing bodies 
contain the CCR4/CAF1/Not deadenylase that removes the poly(A) tail. The dead-
enylated mRNA subsequently undergoes decapping by the Dcp1/Dcp2 complex and 
degradation by Xrn1, a 5′→ 3′ exonuclease [92].

We initially demonstrated that LLC-PK1-F
+ cells, a gluconeogenic subline of 

porcine proximal tubule-like cells [93], model the pH-responsive increase in GA 
mRNA [94]. When transferred to an acidic medium (pH 6.9, 9 mM HCO3

−), the 
cells exhibit a threefold increase in GA mRNA. Initial studies established that an 
increase in GA mRNA was observed with more physiological changes in pH and 
that the observed increase was proportional to the decrease in medium pH [94]. 
Therefore, pH 6.9 media was adopted to maximize the signal observed in future 
experiments. The presence of a sequence element that regulates the turnover of the 
GA mRNA was initially demonstrated by stable expression of various β-globin (βG) 
reporter mRNAs [71]. Expression of the parent βG construct in LLC-PK1-F

+ cells 
produced a high level of a very stable mRNA (t½ > 30 h). The turnover of the βG 
mRNA was not affected by transfer of the cells to acidic medium. A second con-
struct, pβG-GA, included a 956-bp 3′-UTR segment that was derived from the rat 
KGA mRNA. The βG-GA mRNA exhibits a decreased expression that results from 
its more rapid turnover (t½ = 4.6 h). Transfer of the cells expressing this construct to 
acidic medium (pH 6.9, 10 mM HCO3

−) resulted in a pronounced stabilization and 
a gradual induction of the βG-GA mRNA. These studies indicated that the 3′-non-
translated segment contains a pH-response element (pHRE).

We subsequently mapped the pHRE through functional analysis of various dele-
tion constructs and by characterizing specific RNA binding interactions [73]. The 
956-nt segment was initially divided into three segments of nearly equal length, 
termed R-1, R-2, and R-3. They were cloned individually and in different combina-
tions into the βG reporter construct and tested for their ability to enhance turnover 
and pH-responsiveness of the chimeric mRNA. The combined effects were retained 
in the 340-nt R-2 segment. RNA electrophoretic mobility shift assays indicated that 
cytosolic extracts of rat renal cortex contain a protein that binds to the R-2 RNA. 
The observed binding was mapped by deletion analysis to a 29-nt fragment, termed 
R-2I, which contains a direct repeat of two 8-nt AU sequences. The binding interac-
tion was reduced significantly by mutating either 8-nt element and was completely 
lost by mutating both elements. The binding was effectively competed by an excess 
of the same RNA, but not by adjacent or unrelated RNAs. UV-cross-linking experi-
ments labeled a 35-kDa protein that binds to the R-2I RNA. Thus, a protein binds 
specifically to two 8-nt AU-elements within the 3ʹ-UTR of the GA mRNA.

We further characterized the specificity and functional significance of the 
observed binding interactions by measuring the effect of acidic medium on the half-
lives of various chimeric βG-GA construct [72]. Insertion of short segments of GA 
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mRNA containing the direct repeat or a single 8-nt AU-sequence was sufficient to 
impart a fivefold pH-responsive stabilization to the chimeric mRNA. Furthermore, 
site-directed mutation of the direct repeats of the 8-nt AU-sequence in a βG-GA 
mRNA completely abolished the pH-responsive stabilization. Thus, either the di-
rect repeat or a single 8-nt AU-sequence is both necessary and sufficient to create a 
functional pHRE.

To determine if deadenylation precedes the degradation of the GA mRNA, 
a tetracycline-responsive promoter system was developed in LLC-PK1-F

+ cells 
to perform a pulse-chase analysis of the turnover of βG-GA mRNA [95]. This 
system uses cells that stably express high levels of the tTA transcription factor, 
a chimeric protein that contains a tetracycline-response element-binding domain 
and a VP16 activation domain. These cells were then stably transfected with 
various chimeric βG reporter constructs that contain a minimal promoter with 
multiple tetracycline-response elements. In the absence of doxycycline, the tTA 
protein binds to the promoter and greatly enhances transcription of the chimeric 
βG mRNA. When added at concentrations > 50 ng/ml, doxycycline binds to the 
tTA protein and inhibits transcription. Thus, this approach accomplishes the rapid 
induction and shut off of the synthesis of a single mRNA and avoids indirect 
effects that are caused by the use of a general transcription inhibitor [96]. With 
this approach, the measured half-life of the βG-GA mRNA is 2.9 h in LLC-PK1-
F+ cells maintained in normal medium and is increased fivefold when the cells 
are transferred to acidic medium. RNase H cleavage and Northern analysis of 
the 3′-ends established that rapid deadenylation occurred concomitant with the 
rapid decay of the βG-GA mRNA in cells grown in normal medium. Stabilization 
of the βG-GA mRNA in cells treated with acidic medium is associated with a 
pronounced decrease in the rate and the extent of deadenylation. The data indi-
cate that deadenylation is the initial and potentially rate-limiting step in the turn-
over of the GA mRNA. Mutation of the pHRE within the βG-GA mRNA blocked 
the pH-responsive stabilization but not the rapid degradation, whereas insertion 
of only a 29-bp segment containing the pHRE was sufficient to produce both 
rapid degradation and pH-responsive stabilization. Therefore, the 3′-UTR of the 
GA mRNA must contain additional instability elements. However, the identified 
pHRE contributes to the rapid turnover of the GA mRNA and is both necessary 
and sufficient to mediate its pH-responsive stabilization [95].

During chronic metabolic acidosis, the adaptive increase in rat renal ammonia-
genesis is also sustained, in part, by increased expression of GDH [66, 97]. The 3′-
UTR of the GDH mRNA [98] contains four 8-base sequences that are 88 % identical 
to one of the two pHREs present in the GA mRNA. Insertion of the 3′-UTR of the 
GDH complementary DNA (cDNA) into the βG expression vector produced a chi-
meric mRNA that was stabilized threefold when LLC-PK1-F

+ cells were transferred 
to acidic medium. A similar pH-responsive stabilization was also observed using a 
βG construct that contained only GDH4, one of the four AREs. Therefore, during 
acidosis, pH-responsive stabilization of the GDH mRNA may be accomplished by 
the same mechanism that affects an increase in the GA mRNA [98].
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The pHRE from the GA mRNA was used as an affinity ligand to identify 
ζ-crystallin, an NADPH quinone reductase, as the primary protein in rat kidney 
cortical extracts that interacts with this RNA segment [99]. Further experiments 
with highly purified recombinant protein confirmed that ζ-crystallin binds to the 
pHRE with high affinity and specificity. Therefore, an adenovirus construct was 
used to overexpress mouse ζ-crystallin in the LLC-PK1-F

+ cells that stably ex-
press the βG-GA reporter construct from the tet-responsive promoter. However, 
a 50-fold overexpression of ζ-crystallin had no effect on the basal half-life or the 
pH-responsive stabilization of the βG-GA mRNA [100]. In addition, a porcine-
specific ζ-crystallin shRNA was stably expressed in LLC-PK1-F

+ cells. This re-
duced expression of ζ-crystallin to a nondetectable level, < 2 % of the level in 
nontransformed cells. The reduced expression of ζ-crystallin had no effect on 
the endogenous levels of GAC, KGA, or PEPCK. Thus, in spite of the fact that 
ζ-crystallin is the primary protein in extracts of rat kidney cortex [99] and of 
porcine LLC-PK1-F

+ proximal tubule cells [95] that binds to the pHRE, it now ap-
pears unlikely that ζ-crystallin contributes to the rapid degradation or the selective 
stabilization of the GA mRNA.

Therefore, the potential of three other well-characterized ARE binding proteins, 
p40 AU-binding factor 1 (p40AUF1) [101], TTP [102], and human antigen R (HuR) 
[103] to interact with the pHRE was characterized. The highly purified recombi-
nant proteins form specific complexes with the pHRE. AUF1 and HuR function as 
dimers and are known to form multiple complexes in an RNA gel-shift assay. For 
each of the proteins, a concentration between 0.1 and 0.4 μM is required to shift 
50 % of the labeled RNA. Therefore, the three recombinant proteins may bind to the 
pHRE with similar affinities. Western blot analyses demonstrated that rat kidney 
cortex and cultured kidney cells express HuR and all four isoforms of AUF1 [95], 
but failed to detect TTP expression. However, Brf1 and Brf2, two homologs of TTP 
[104], are expressed at high levels in rat kidney cortex. Thus, one or more of these 
proteins may contribute to the regulation of GA mRNA turnover.

Stabilization of PEPCK mRNA

Previous studies established that PEPCK mRNA is degraded rapidly in liver and 
hepatoma cells [105] and in rat kidney cortex [106]. The tetracycline-responsive 
promoter system was used to accurately quantify the half-lives of various chimeric 
β-globin-PEPCK (βG-PCK) mRNAs in LLC-PK1-F

+ cells [107]. Characterization 
of cells that stably express the βG-PCK-1 mRNA, which contains the entire 3′-
UTR of the PEPCK mRNA established that this mRNA is degraded with a very 
rapid half-life (t½ = 2.1 h). RNase H treatment of βG-PCK-1 mRNA established that 
rapid deadenylation and mRNA degradation occur concomitantly. The half-lives of 
various deletion constructs were quantified in order to map the elements that medi-
ate the rapid decay of the PEPCK mRNA. The βG-PCK-2 mRNA, containing the 
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5′-end of the 3′-UTR, was degraded with a half-life of 5.4 h. By contrast, βG-PCK-3 
mRNA that contains the 3′-half of 3′-UTR was degraded more rapidly (t½ = 3.6 h). 
The βG-PCK-6/7 mRNA, which contains only 73 nucleotides from the 3′-end of the 
3′-UTR of PEPCK mRNA has the same half-life, indicating that all of the instability 
elements in the 3′-end of the 3′-UTR are contained in this segment.

AUF1 is a well-characterized RNA-binding protein that usually enhances mRNA 
turnover [108]. It was initially identified as an enhancer of ARE-mediated decay of 
c-myc mRNA in extracts of K562 cells [109]. AUF1 is usually expressed as four 
isoforms, p37, p40, p42, and p45, which are produced by differential splicing of 
exons 2 and 7 from the initial transcript of the AUF1 gene [110]. All four isoforms 
contain two RNA-binding motifs and exhibit similar sequence specific binding. The 
two larger isoforms incorporate a C-terminal 49 amino acid insertion from exon 7 
that blocks nuclear export. As a result, the p42 and p45 isoforms are largely retained 
within the nucleus. By contrast, the p37 and p40, which differ by an N-terminal 
19 amino acid insertion from exon 2, shuttle between the nucleus and the cytosol. 
Thus, the two smaller isoforms are more likely to affect mRNA stability. However, 
LLC-PK1-F

+ cells express very low levels of p37AUF1. Thus, RNA gel-shift analy-
ses were performed using purified recombinant p40AUF1. The results established 
that p40AUF1 binds with high affinity and specificity to the PCK-2, PCK-6, and 
PCK-7 segments of the 3′-UTR of PEPCK mRNA [107]. Mutational analysis indi-
cated that p40AUF1 binds to a highly conserved UUAUUUUAU sequence within 
PCK-6 and to a stem-loop structure and adjacent CU-region in PCK-7. Thus, AUF1 
binds to multiple destabilizing elements within the 3′-UTR. Furthermore, the ob-
served number of interactions closely correlates with the rate of turnover of the 
various βG-PCK mRNAs. Therefore, the binding of AUF1 may contribute to the 
rapid turnover of the PEPCK mRNA.

The transfer of LLC-PK1-F
+ cells to an acidic medium (pH 6.9, 9 mM HCO3

−) 
produced an increased expression of PEPCK mRNA that occurred following a pro-
nounced delay and reached a 2.5-fold maximum after 18 h. However, this increase 
in expression occurred with no evident change in the half-life of the PEPCK mRNA 
[111]. The LLC-PK1-F

+ cells used in previous studies were a mixed population of 
cells. Thus, clonal lines of LLC-PK1-F

 + cells were selected to identify a cell line 
that exhibits a greater fold increase in cytosolic PEPCK mRNA and protein [76]. 
When treated with acidic medium, the clonal LLC-PK1-F

 + -9C cells exhibit a more 
rapid and more pronounced increase in PEPCK mRNA and protein that reached a 
four- to fivefold increase after 15 and 20 h, respectively. Measurement of the half-
lives established that the endogenous PEPCK mRNA turns over rapidly (t½ = 3.2 h) 
in cells treated with normal medium (pH 7.4, 26 mM HCO3

−), but is stabilized two-
fold when the cells are transferred to acidic medium. The pH-responsive stabiliza-
tion was reproduced by the Tet-responsive expression of βG-PCK-1 mRNA. There-
fore, the clonal line of LLC-PK1-F

+ cells effectively models both the transcriptional 
activation and the pH-responsive stabilization of renal PEPCK mRNA. The latter 
response was lost by mutation of the ARE within the PCK-6 segment. This seg-
ment contains a 17-nucleotide AU-sequence which has a high degree of identity 
to the 16-nucleotide AU-sequence that mediates the pH-responsive stabilization of 
the KGA mRNA [72]. In addition, 11 of the 17-nucleotides (UUAAAUUAUUU) 
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are fully conserved within the 3′-end of the 3′-UTR of all of the mammalian PCK1 
genes that have been sequenced. Disruption of this AU-sequence by introduction 
of seven G and C nucleotides resulted in a twofold stabilization of the βG-PCK-1 
mRNA and prevented a further stabilization of the chimeric mRNA when the cells 
were transferred to an acidic medium. The PCK-6 segment also binds AUF1 and is 
the primary element that mediates the rapid turnover of PEPCK mRNA. Therefore, 
this highly conserved sequence is the primary element that mediates the rapid turn-
over and the pH-responsive stabilization of the PEPCK mRNA.

HuR is another well-characterized ARE-binding protein [103] that is ubiqui-
tously expressed [112]. It contains three conserved RNA-binding domains that be-
long to the RNA recognition motif (RRM) superfamily [113]. The first and second 
RRMs bind with high affinity to AREs, while the third binds to the poly(A) tail 
[114, 115]. HuR also contains a 33 amino acid hinge region between the second 
and third RNA-binding domains which functions as a nucleocytoplasmic shuttling 
sequence [116]. Through identification of its target transcripts, HuR has been im-
plicated in the control of cell division, carcinogenesis, immune responsiveness, and 
the response to various cellular stresses [117]. Electrophoretic mobility shift assays 
established that purified recombinant HuR also binds with high affinity and speci-
ficity to two sites within the 3′-UTR of the PEPCK mRNA [76]. These sites overlap 
with the AUF1-binding sites in the PCK-6 and PCK-7 segments (Fig. 6.4). siRNA 
knockdown of HuR in LLC-PK1-F

+-9C cells caused a pronounced decrease in basal 
expression and reduced the pH-responsive increases in PEPCK mRNA and protein. 
Most importantly, the siRNA knockdown of HuR also blocked the pH-responsive 
increase in the half-life of the endogenous PEPCK mRNA. However, treatment 
with acidic medium had no effect on the level or subcellular distribution of HuR or 
the various isoforms of AUF1 [76]. Therefore, the pH-responsive stabilization of 
PEPCK mRNA may require covalent modifications of HuR and/or AUF1, which af-
fect their binding to the elements that mediate the rapid turnover of PEPCK mRNA.

siRNA knockdown of HuR in LLC-PK1-F
+-9C cells also prevented the pH-re-

sponsive increase in PEPCK mRNA half-life, suggesting that HuR is necessary 
for this response [75]. A recruitment assay, using a reporter mRNA in which the 
pHRE of the PEPCK 3′-UTR were replaced with six MS2 stem-loop sequences, 
was developed to test the hypothesis. The individual recruitment of a chimeric pro-
tein containing the MS2 coat protein and either HuR or p40AUF1 failed to produce 
a pH-responsive stabilization. However, the concurrent expression of both chime-
ric proteins was sufficient to produce a pH-responsive increase in the half-life of 
the reporter mRNA. siRNA knockdown of AUF1 produced slight increases in basal 
levels of PEPCK mRNA and protein, but partially inhibited the pH-responsive in-
creases. Complete inhibition of the latter response was achieved by knockdown of 
both RNA-binding proteins. The results suggest that binding of HuR and AUF1 
have opposite effects on basal expression, but they may interact to mediate the pH-
responsive increase in PEPCK mRNA. Two-dimensional gel electrophoresis indi-
cated that treatment with an acidic medium caused a decrease in phosphorylation 
of HuR, but may increase phosphorylation of the multiple AUF1 isoforms. Thus, 
the pH-responsive stabilization of PEPCK mRNA requires the concurrent binding 
of HuR and AUF1 and may be mediated by changes in their extent of covalent 
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modification. Given the rapid turnover and demonstrated stabilization, PEPCK 
mRNA expression in the clonal LLC-PK1-F

+-9C cells provides an excellent model 
system and effective paradigm to further characterize the molecular mechanism 
that mediates a major component of the renal response to acidosis.

Conclusions

Characterization of the sustained increases in the expression of the mitochondrial 
GA and GDH and the cytosolic PEPCK during metabolic acidosis has defined a 
novel mechanism of pH-responsive mRNA stabilization. The characterization of the 
initial increase in PEPCK gene expression has also served as a paradigm to charac-
terize the mechanism of pH-responsive changes in transcription. In addition, some 
insight has been gained in identifying the signal transduction pathways that sense 
changes in pH and HCO3

− ion concentration and mediate this adaptive response in 
the kidney. However, given the complexity of this process, the expression of a large 
number of additional genes are likely to also respond to changes in acid–base bal-
ance. Further understanding of the complexity and the regulation of this important 
physiological process may be derived by the application of genomic, proteomic, 
and metabolomic techniques to identify the full set of pathways that are differen-
tially regulated in the proximal convoluted tubule. The resulting data will identify 
the full spectra of genes that are activated or repressed by metabolic acidosis and 
differentiate those that are regulated through transcriptional or posttranscriptional 
mechanisms. A thorough systems analysis may also identify sets of genes, and their 
associated regulatory elements, that are temporally affected by mechanisms that 
have not, as yet, been characterized. Such techniques may also be used to identify 
and more fully characterize the signal transduction pathways that mediate and coor-
dinate the overall regulation of gene expression during metabolic acidosis.

PCK-6 
loop 

PCK-7 loop 

Fig. 6.4   HuR and p40AUF1 bind to the same stem-loop structures at the 3ʹ-end of the 3ʹ-UTR of 
rat PEPCK mRNA. The PCK-6 and PCK-7 segments of the 3ʹ-UTR of PEPCK mRNA form stem-
loop structures in which the loops contain highly conserved AU-rich sequences that bind HuR and 
p40AUF1 with high affinity and specificity
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Solid tumours acidify their interstitial fluid by a number of diverse processes that 
result in net proton export. These include activity of monocarbonate and bicarbon-
ate transporters, V-type ATPases, carbonic anhydrases and voltage-gated proton 
channels. The acidic extracellular microenvironment influences the activity of can-
cer, vascular endothelial and immune cells such that tumour growth is promoted 
although the exact signalling pathways are still only poorly understood. This chap-
ter addresses how changes in extracellular proton concentration can affect cells in 
cancerous tissue.

Extracellular Acidification of Tumour Interstitial Fluid

Acidification of the interstitial fluid is a hallmark of solid tumours. Cancerous cells 
use glycolysis for energy production, which results in accumulation of lactate and 
it was originally thought that the extrusion of this through monocarboxylate trans-
porters was the main course for the low extracellular pH. Acidification of the ex-
tracellular fluid was hence regarded as a consequence of altered tumour metabolic 
activity (which is thought to be adopted by cancer cells to allow them to continue 
adenosine triphosphate (ATP) production even under anoxic conditions) and that 
cancer cells somehow managed to cope with. However, findings that glycolytically 
inactive cancer cells still acidify the extracellular fluid [11, 27, 44] suggest that oth-
er proton extrusion mechanisms contribute to the accumulation of protons outside 
of cancer cells. These include sodium–proton exchangers, bicarbonate transport-
ers and plasmalemmar V-type proton ATPases as well as carbonic anhydrases that 
are catalytically active on the extracellular side and catalyse the formation of car-
bonic acid from CO2 and H2O; the bicarbonate is then taken back up into the cell, 
leaving the protons behind (reviewed by Swietach et  al. [35]). Moreover, recent 
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publications report the presence of voltage-gated proton channels (Hv1) in highly 
metastatic breast tumour tissue [40], the expression of which correlated with tumour 
size and acidification of the tumour tissue [41]. Hv1 channels are voltage-gated ion 
channels, the voltage dependence of which is shifted towards more hyperpolarised 
values with increasing intracellular acidification, resulting in their opening and al-
lowing diffusion of protons out of the cell under resting conditions upon intracel-
lular acidification [7]. These findings suggest that Hv1 channels can contribute to 
the acidification of the interstitial fluid observed in cancerous tissues. Hence, there 
are numerous proton extrusion mechanisms that cancer cells can utilise to acidify 
the extracellular medium. Cancer cells are in fact so good at exporting protons that 
the cytoplasmic pH (pHi) of cancer cells is not only more alkaline than in normal 
cells but also more alkaline than the extracellular pH (pHo). Crucially, this repre-
sents an inversion of proton distribution in cancerous cells compared with healthy, 
non-transformed cells, in which the pHi to pHo ratio is 7.2:7.4, whereas in cancer 
cells, it may be 7.4:6.0, although more commonly pHo values of around 6.5–7.0 are 
reported [26, 42].

Intriguingly, it appears that acidification of the interstitial fluid is a requirement 
for tumour progression and spread. First, injection of human melanoma cells that 
had been cultured under acidic (pHo 6.8) and control (pHo 7.4) conditions into athy-
mic nude mice showed that cells cultured under acidic conditions displayed an in-
creased invasive, angiogenic and metastatic potential than cells cultured at pHo 7.4 
[31]. Second, acid conditioning of melanoma cells led to the generation of more 
invasive cancer cells with altered gene expression, suggesting that extracellular aci-
dosis affects gene expression and that these changes in gene expression are required 
to promote metastatic potential of the cells [23]. Third, treatment of tumour-bearing 
mice with pH buffers (bicarbonate or the nonvolatile pH buffer IEPA) reduced the 
metastatic activity of tumours [10, 30].

Hence, it would appear that extracellular acidosis is a desired outcome, rather 
than merely tolerated by cancer cells. Addressing the question of why cancer cells 
can thrive in an acidic environment when normal, non-transformed cells cannot is 
therefore of utmost importance, since therapies interfering with tumour acidification 
and its consequences are likely to provide useful clinical strategies for combating 
this disease family. It is hence important to understand the impact that an increase in 
extracellular proton concentration has on cell function in both the short- and long-
term. The short-term impact is relevant for understanding how extracellular acidity 
can affect protein function and gene expression immediately such that it protects 
cancer cells from the detrimental impact of high extracellular proton concentra-
tions observed in most nontransformed cells, whereas the long-term impact allows 
us to identify which proteins/genes are required to keep cancer cells functioning 
optimally in this hostile environment. Immediate and long-term effects are likely to 
be mediated by distinct genes/proteins and hence represent distinct potential targets 
for treatment strategies.



1257  Extracellular Acidosis and Cancer

Influence of Extracellular Acidosis on Plasma Membrane 
Protein Function

Generally speaking, extracellular protons can affect a cell by two independent 
mechanisms that both have the potential to profoundly influence the cell’s ability to 
relate information from its membrane surface to distinct intracellular compartments 
as well as impact on its ability to communicate with other cells. First, protons influ-
ence protein structure. Amongst physiologically relevant ions, protons are the small-
est and hence have the largest charge density. This, together with their small size, 
means that they can powerfully interfere with protein structure [22]. Their presence 
may disrupt salt bridges formed between oppositely charged amino acid residues 
of a given protein, thereby altering the three-dimensional structure and hence func-
tion of that protein. Importantly, external acidosis may inhibit or potentiate protein 
function. It is likely that transmembrane proteins of the plasma membrane are par-
ticularly affected since their cytosolic and extracellular components will be exposed 
to the different proton concentrations inside and out, and it is conceivable that an 
alkalinisation of pHi concomitant with an acidification of pHo can synergistically 
affect transmembrane protein function. Moreover, extracellular protons can act as 
ligands in their own right that bind to proton-sensing proteins and thereby activate 
them, thus communicating the presence of protons (i.e. a low pHo) to the cyto-
sol. Proton-gated transmembrane proteins include ion channels (acid-sensing ion 
channels, ASICs) and transient receptor potential channels of the vanilloid family 
(TRPV channels), particularly member 1 (TRPV1 [8, 12]) and G protein-coupled 
receptors (ovarian cancer gene 1, OGR1), G protein-coupled receptor 4 (GPR4) and 
T cell death associated gene 8 (TDAG8) [8, 12, 33]. Finally, extracellular acidosis 
may also impact on the activity of extracellular enzymes. Thrombin, a hydrolase in-
volved in blood coagulation, is inhibited by external acidosis [3], whereas cathepsin 
B, which is normally a lysosomal protease but which is secreted or translocated to 
the cell surface in tumour cells, requires an acidic pH to function; intriguingly, these 
proteases have been implicated in a number of tumour promoting processes [21].

Second, protons are charge carriers and as such can influence the membrane po-
tential. Virtually all cells have negative membrane potentials, meaning that the cy-
tosol is negatively charged with respect to the extracellular fluid (which is taken as 
electrically neutral). This membrane potential is due to the unequal distribution of 
ions across the cell’s membrane and the membrane’s selective permeability to these 
ions. The distribution of protons in normal tissue counters this negative membrane 
potential because the proton concentration inside is higher than outside (pHo 7.4 
versus pHi 7.2). An increase in extracellular proton concentration (as found in can-
cerous tissue) may hence lead to hyperpolarisation of the membrane potential with 
important consequences for cell function, as the membrane potential influences the 
activity of transmembrane proteins directly and indirectly. A direct influence of 
membrane potential on transmembrane protein function is observed in a number of 
distinct protein families: voltage-gated ion channels, voltage-sensing enzymes [37], 
voltage-sensitive G protein-coupled receptors (GPCRs) [2, 19, 20], voltage-sensing 
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transporter proteins [25, 28] and voltage-gated transmembrane motor proteins [45]. 
These proteins have intrinsic voltage sensors (usually charged amino acids) that 
respond to a change in membrane potential by altering protein structure, thereby 
allowing them to change their activity in a membrane potential dependent manner. 
Voltage-gated ion channels are directly gated in their activity by membrane poten-
tial, whereas the activity of GPCRs and transporter proteins tends to be modulated 
(inhibited or potentiated) rather than directly gated by the membrane potential.

Membrane potential can also indirectly influence transmembrane protein activ-
ity, with ion channels and electrogenic transporter proteins as key targets. Ion chan-
nels and electrogenic transporters can influence the membrane potential because 
they permit the flow of ions across the otherwise impermeable membrane, thereby 
altering the distribution of charges across the membrane. Their function is, in turn, 
affected by the membrane potential because it, in part, determines the driving force 
(a combination of electrical and chemical gradient that determines the direction of 
net ionic flow for a given ion) for ionic movement across the plasma membrane: 
A negative membrane potential potentiates net anion efflux and net cation influx, 
whereas a more depolarised membrane potential has the opposite effect.

In this context, the impact of extracellular acidosis on intracellular Ca2+ signal-
ling in cancer cells is of particular interest. Cytoplasmic Ca2+ concentrations are 
kept at very low levels (typically between 10 and 100 nM), and changes in Ca2+ 
homeostasis trigger changes in cellular processes including modulation of enzyme 
activity, ion transport protein function and gene transcription. Ultimately, changes 
in cytoplasmic Ca2+ concentration can affect cellular processes such as cell cycle 
progression, proliferation, migration and apoptosis. These processes can be altered 
in cancerous cells to suit transformed cell requirements (for recent reviews, see [6, 
24]), and it is therefore important to understand if and how extracellular acidosis 
links to intracellular Ca2+ signalling pathways.

Cytoplasmic Ca2+ can be increased by two distinct pathways: Ca2+ influx through 
Ca2+ permeable plasma membrane proteins (ion channels and ion pumps/transport-
ers) or Ca2+ release from intracellular Ca2+ stores (with Ca2+ again either diffusing 
through Ca2+ permeable channels or being transported by pumps/transporters from 
the store into the cytoplasm). Crucially, transport proteins/pumps that remove cy-
toplasmic Ca2+ under physiological conditions may contribute to increases in cy-
toplasmic Ca2+ concentrations when their function is reversed or inhibited. One 
such example is the depletion of the intracellular Ca2 + store that is the endoplasmic 
reticulum (ER): The ER contains high concentrations of Ca2+ (values vary between 
12 µM and 2 mM for free Ca2+ concentration within the store; variation is due to 
different methods used to determine the intraluminal Ca2+ concentration and due 
to distinct preparations/cell types used in the experiments [4]. The ER membrane 
expresses both a Ca2+ leak conductance that permits Ca2+ to continually escape from 
the ER as well as a powerful Ca2+ pump (SERCA pump—sarcoplamic endoplamic 
reticulum calcium ATPase) that pumps Ca2+, which has left the ER via the leak path-
way, back into the ER. This may seem like a futile cycle but, like leak channels and 
Na+/K+ pumps are crucially involved in setting up and fine-tuning the membrane 
potential of any given cell, this Ca2+ leak and Ca2+ pump cycle allows fine tuning 
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of cytoplasmic Ca2+ levels by altering the activity of the SERCA pumps and/or leak 
pathway. Inhibition of the SERCA pump using the pharmacological inhibitor thap-
sigargin is a commonly used tool to deplete the ER of its Ca2+ content, underlining 
the importance and potency of this pathway.

Changes in extracellular pH can affect both Ca2+ influx and Ca2+ release from 
intracellular Ca2+ stores by (1) acting directly on proton-sensitive, Ca2+ permeable 
ion channels and pumps in the plasma membrane that permit passage of Ca2+ across 
the plasma membrane, (2) affecting proton-sensitive receptor proteins that couple to 
intracellular Ca2+ stores through activation of the phospholipase C pathway or regu-
late the function of ion channels/pumps in the plasma membrane and thereby indi-
rectly impact on cytoplasmic Ca2+ levels, or (3) by affecting K+ channels that are 
involved in setting the membrane potential, thereby at least, in part, determining the 
driving force for Ca2+ ions to enter the cytoplasm. A number of proton-sensitive ion 
channels have been identified whose activity can be gated (i.e. activated), potentiat-
ed (i.e. enhanced but not triggered) or inhibited by increases in extracellular proton 
concentration. These include nonselective cation channels with varying degrees of 
Ca2+ permeability, Ca2+ selective ion channels and K+ selective ion channels, which 
are important when considering changes in Ca2+ influx in response to extracellular 
acidification. Interestingly, all extracellular proton-gated channels identified to date 
are nonselective cation channels. These channels can affect cytoplasmic Ca2+ lev-
els by depolarising the membrane potential, thereby promoting voltage-dependent 
Ca2+ influx but decreasing voltage-independent pathways (since a depolarisation 
decreases the driving force for Ca2+), or by directly permitting Ca2+ to enter the cy-
toplasm. K+ selective channels hyperpolarise the membrane potential, thus promot-
ing voltage-independent Ca2+ influx by increasing the driving force for Ca2+ influx 
but inhibiting depolarisation-dependent pathways. A list of proton-sensitive plasma 
membrane GPCRs and ion channels is given in Table 7.1; this table is by no means 
exhaustive but it illustrates clearly that protons can impact differentially on distinct 

Table 7.1   Effects of extracellular acidosis on plasma membrane proteins
H+ activated H+ potentiated H+ inhibited

G protein-coupled 
receptor

OGR1
TDAG8
GPR4

P2Y4 CaSRa

mGluR4b

Ion channel ASIC1-4
TRPV1

TRPC4β and 5
TRPM7
P2X2 homomer
P2X2+3 heteromer
P2X3 homomer
TREK2
GIRK1/4 heteromer
Kv1.3

TRPC6
TRPV6
P2X7

c

TASK-1, -2, -3
TRESK
TWIK-1
TALK-1, -2
Kir1.1, 4.1, 5.1
Kv1.4, 1.5, 11.1
Cav3.1

References for this table are taken from Glitsch [8] and Holzer [12], unless otherwise indicated
aQuinn et al. [29]
bLevinthal et al. [16]
cVirginio et al. [38]
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members of the same (super) family of membrane proteins. It also demonstrates that 
distinct channels that are permeable to the same kind of ion can be differently af-
fected by protons. Potassium channels are an excellent paradigm to exemplify this: 
voltage-dependent Kv1.3 channels are potentiated by extracellular acidosis whereas 
voltage-dependent Kv1.4, 1.5 and 11.1 channels are not. Similarly, two pore domain 
potassium (K2P) channels can be both potentiated and inhibited by extracellular 
acidification.

Another crucial aspect to bear in mind when considering the impact of extracel-
lular proton concentration on cell function is that different proteins exhibit different 
sensitivities to protons, which is shown in Fig. 7.1a. The threshold for activation 
of proton-potentiated/activated and inhibited membrane proteins can vary quite 
significantly: Some proteins are already partially active (inhibited) as physiologi-
cal pH (e.g. OGR1 [18]) whereas others require a much more pronounced drop in 
extracellular pH (e.g. pH6 for TRPV1 activation [36]). Additionally, the impact of  
extracellular pH may be time dependent (Fig. 7.1b) since some proton-sensing mem-
brane proteins may desensitise to the prolonged presence of extracellular protons 
(e.g. ASIC1a is nearly fully desensitised within 10 s [39]), whereas others do not  
(e.g. TRPV1 [36]; OGR1 [18]). Hence, there is a whole arsenal of distinct plasma 
membrane proteins that not only respond differently to extracellular acidosis in 
terms of level of activation, potentiation or inhibition at a given extracellular pH but 
also in terms of kinetics of the response. The nature and number of proton-sensitive 
plasma membrane proteins will therefore critically shape the kind of response that a 
cell displays in the presence of external acidosis. Cells can modify their response to 
extracellular acidosis by changing gene expression, which allows them to express 
proteins that are either more or less sensitive to extracellular acidosis and/or moni-
tor proton concentrations in either the short-term or long-term.

There is quite a substantial body of literature linking ion channels and GPCRs 
to tumour formation and cancer progression, and many of these proteins are sensi-
tive to changes in extracellular proton concentrations (Table 2 in [8]). Crucially, 
extracellular acidosis can not only influence cancer cells and render them more 
aggressive [23, 31], but also impact on noncancerous cells that are equally found 
in cancerous tissues, including vascular endothelial cells and immune cells, and 
promote cancer progression. Whilst it is well documented that interstitial acidosis 
promotes tumour progression, it is less well understood how an increase in extra-
cellular proton concentration achieves this effect. In human medulloblastoma cells 
(derived from a pediatric cerebellar brain tumour), extracellular acidosis was shown 
to activate the ERK pathway via activation of OGR1 and subsequent increases in 
intracellular Ca2+ concentration [13], providing a mechanistic explanation on how 
an increase in intracellular proton concentration can influence gene transcription in 
cancer cells. Crucially, these receptors do not desensitise [18] and hence faithfully 
report extracellular proton concentrations at all times.

OGR1 and GPR4 have also been implicated in angiogenesis in tumour tissue. 
Hypervascularity is a common feature of solid tumours and angiogenesis is required 
to allow tumours to exceed sizes of around 2 mm (set by the diffusion limit for 
oxygen and nutrients). In OGR1 knock-out mice, injection of melanoma B16-F10 
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Fig. 7.1   Effect of extracellular acidosis on plasma membrane protein function. a Dependence of 
plasma membrane protein function on the extent of external acidosis. TASK-1 channels are inhib-
ited with increasing proton concentration, whilst GIRK1/4 and TRPM7 channels are potentiated in 
their function. ASIC-3 channels are activated when pHo falls below 7, whereas OGR1 is already 
half-maximally active at pHo 7.4. b Dependence of plasma membrane protein function on duration 
of external acidosis. Some proton-gated channels desensitise in the continued presence of high 
extracellular proton concentration (e.g. ASIC-3 desensitises fully within 5 s at pH 6), whereas other 
channels do not exhibit noticeable desensitisation (e.g. TRPV1) even during prolonged exposure to 
protons. Values for pH dependence are taken from Glitsch [8]
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cells resulted in tumours that were significantly smaller when compared to tumours 
growing in control mouse strains. Moreover, tumours from OGR1 knock-out mice 
had fewer blood vessels and CD31-positive endothelial cells than those from wild 
type mice, suggesting reduced angiogenesis in tumours in OGR1 knock-out mice 
as the underlying reason for reduced tumour size in these animals. This may indi-
cate that the acidic microenvironment of tumours promotes vessel formation in the 
host tissue by stimulating OGR1, thereby supporting tumour growth [17]. Similarly, 
knock-down of GPR4 resulted in reduced angiogenesis and tumour growth follow-
ing injection of the breast cancer cell line 4T1 into GPR4 knock-out mice [43]. 
Intriguingly, the authors could show that GPR4 knock-down resulted in selective re-
duction of angiogenesis in response to vascular endothelial growth factor (VEGF), a 
potent stimulator of angiogenesis, but not in response to basic fibroblast growth fac-
tor, another proangiogenic factor, and that this decreased VEGF responsiveness was 
at least in part due to decreased expression of the VEGF receptor 2 (VEGF2R). This 
is particularly interesting since tumours overexpress VEGF, VEGF exerts its proan-
giogenic effects in tumours via activation of VEGFR2 (reviewed in [9]) and VEGF 
is produced by cancer cells in response to an acidic environment [34]. Hence, a pic-
ture is emerging in which extracellular acidosis promotes VEGF production in and 
secretion from cancer cells as well as VEGFR2 expression on vascular endothelial 
cells, which are the drivers for angiogenesis. VEGF then stimulates angiogenesis in 
tumours by activating VEGFR2, thereby allowing the tumours to expand.

Concerning impact of extracellular acidosis on immune cells, it was recently 
shown that an acidic microenvironment critically impacts on T lymphocyte function 
and produced an anergy-like (i.e. a functional inactive) state in which T lympho-
cytes displayed reduced cytolytic activity and cytokine expression. Crucially, pro-
ton pump inhibitors reversed this acidity-induced anergy in tumour-bearing mice, 
thereby increasing the therapeutic effects of active and adoptive immunotherapy 
[1, 5]. This is a significant finding since lack of antitumour immune cell activity is 
likely to contribute to tumour progression by providing a mechanism of immune 
escape for the cancerous cells [1], thereby promoting tumour progression.

Conclusions

One main challenge when studying the impact of extracellular pH on cell function 
is that we know very little about extracellular proton dynamics. Grotthuss first pro-
posed in 1806 that protons diffuse by a proton-hopping mechanism, in which extra 
protons spread through the hydrogen bond network of water molecules reminiscent 
of electron movement in electric wires, thereby allowing for much faster diffusion 
of protons. However, the presence of mobile and fixed buffers for protons inter-
feres with proton diffusion. Protons bound to mobile buffers diffuse more slowly 
than free protons, and the presence of fixed buffers further slows proton diffusion 
[15]. This reduced diffusion is exacerbated if concentration gradients are small [32]. 
Moreover, acid extrusion from cancerous cells can be limited by the slow reaction 
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kinetics of the extracellular CO2/bicarbonate pH buffer system, which enables acid 
extrusion from cells by generating bicarbonate and protons (the former can then 
be imported into cells to buffer free intracellular protons while the latter are left 
outside, thus contributing to extracellular acidosis). This process can be sped up 
by cells by expressing extracellular-facing carbonic anhydrases [14]. Understand-
ing if and how much proton concentrations can vary locally with time will provide 
important insight into which membrane proteins are affected and how by external 
acidosis. Proton-activated proteins that do not desensitise in the prolonged presence 
of protons and are already active at physiological pH, such as OGR1, will continu-
ally communicate extracellular proton levels to the intracellular medium. However, 
a large number of proton-sensing channels or receptors have more acidic threshold 
levels and may exhibit pronounced desensitisation, meaning that they will only re-
port larger changes in proton concentration and for just a short period of time. It is 
important to understand how signals generated by these proteins differ from mes-
sages generated by continually active proteins and how the distinct responses are 
integrated to form the overall reaction of a given cell. Understanding spatiotempo-
ral patterns of extracellular protons and the proton-sensing receptors and channels 
expressed by the distinct cell types found in solid tumours will allow us to make 
predictions about proteins involved in responding to these changes. This may help 
identify therapeutic targets for combating selectively distinct types of cancers and 
hopefully lead to greatly improved treatment strategies that take advantage of the 
cancer’s unique microenvironment and thereby minimise impact on healthy cells.
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The Physiological Alterations in Solid Tumor 
Microenvironments

The tumor microenvironment (TME) differs in multiple physiological ways from 
that of normal tissues. Among these physiological changes, the TME is character-
ized by oxygen depletion, glucose and other nutrient deprivation, high lactate levels 
(lactosis), and extracellular acidosis [1]. In addition to these biochemical changes, 
there are a number of biophysical changes within the TME, which are discussed 
in detail elsewhere [1]. These physiological and physical changes that define the 
TME are largely caused by abnormal tumor vasculature and dysregulated tumor 
metabolism. Many characteristics of the TME present challenges to cancer cell sur-
vival, and so are referred to as “stresses.” These stresses directly or indirectly trig-
ger tumor progression and confer treatment resistance. With great variations known 
to exist among different tumors, pretreatment assessment of these physiological 
parameters is needed to allow for the selection of appropriate therapeutic strategies 
for individual patients.

An accumulation of extracellular lactate and low pH, often called lactic acidosis 
(LA), is one physiological alteration that is found in most solid cancer tumors [2]. 
(The processes that cause acidification of the extracellular TME are also discussed 
in detail in Chap. 7). Since tumor acidosis is frequently caused by the accumulation 
of lactic acid, lactate levels can be used as a surrogate marker for acidosis. LA is 
often thought to be a simple reflection of tumor hypoxia; however, lactic acid can 
accumulate in the interstitial fluids of tumors because of various reasons, both as 
a result of, and independent from, oxygen levels. Under low oxygen, LA can be 
generated as a by-product of anaerobic glycolysis as cells shift to an anaerobic 
mode of energy production. Some tumors also exhibit a predisposition toward gly-
colysis even in the presence of oxygen, a phenomenon that is referred to as aerobic 
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glycolysis or The Warburg Effect [3]. Regardless of oxygen levels, lactate and acid 
are excreted from cells to cause an extracellular LA. Some tumors express more 
proton transporters, and therefore possess a greater capacity to pump protons out 
into the extracellular space to create a reversed pH gradient—acidic extracellular 
pH (pHe) and alkaline intracellular pH (pHi) [4]. Additionally, since the perfusion 
and lymphatic systems of tumors are often poorly developed, LA can accumulate 
in tumors due to inefficient removal from the interstitial space. Therefore, LA and 
hypoxia in tumors are not always linked, which helps explain the disparities in the 
spatial and temporal distribution of hypoxia and LA in tumors [5–8]. Overall, LA is 
a prominent feature that influences the biology within the TME.

In tumors, the distinction between hypoxia and LA is critical for directing treat-
ment strategies, as different therapies exist to target each of these two stresses. 
Treatments based on physiological manipulation (e.g., hyperthermia) may increase 
tumor blood perfusion to decrease both factors, whereas other approaches targeting 
hypoxia pathways may not relieve LA at the same time. Several recent reports have 
employed sodium bicarbonate to relieve tumor acidosis and reduce metastasis [9]. 
Tumor acidity may also change the protonation status and biological activities of 
chemotherapeutic agents in ways not seen with hypoxia [10]. Because the actual 
levels and patterns of hypoxia and LA are known to vary among cancer types, in-
dividuals, spatially and temporally, precisely identifying the severity of these two 
factors in each tumor will be essential to tailor individualized therapy based on 
these factors.

A major step toward accurately targeting these microenvironmental stresses 
with treatments is directly measuring them in vivo, for which a number of methods 
are currently in practice. Measurements of oxygen tension (via EF5, Eppendorf 
polarographic probe), acidity (pH probes), lactate/glucose levels (bioluminescence 
technique), and other microcirculatory characteristics [11–14] help to map the 
within-tumor distributions of metabolites reflective of variations in these stresses. 
Manipulating or targeting TMEs may impact clinical risk assessment, tumor be-
haviors, and clinical outcomes [11, 15–19]. Therefore, it is of value to identify 
molecular mechanisms underlying the complex and interacting individual com-
ponents of in vivo TME stress responses. Unfortunately, these measurement as-
says are frequently invasive or require tumors to be snap-frozen in a sophisticated 
laboratory setting, and so are not applicable as a clinical routine. It is also difficult 
to analyze these stress measurements to gain molecular insights into how these dif-
ferences are linked to particular oncogenic states that require differential treatment.

Studying Tumor Microenvironments In Vitro  
(Traditional Single-Gene Approach)

By modulating cell culture conditions, it is possible to model individual TME 
stresses in vitro and characterize the responses of mammalian cells. This offers 
a powerful means to dissect how individual environmental factors affect the 
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behavior and phenotype of cancer cells. Various genetic and pharmacological 
manipulations can then be applied to evaluate the underlying molecular mecha-
nisms and genetic circuitry. In these experiments, inferences about contributions 
to tumor progression rely on the observed cellular behavior. For example, a high 
level of lactate (lactosis) can prompt cancer cells to activate hypoxia pathways, 
increase CD44 expression, alter the NAD/NAD+ balance, and activate CD44 and 
hyaluronan expression in fibroblasts [19–22]. Acidosis, on the other hand, can 
increase angiogenesis, cell migration, and tissue remodeling [23, 24]. Hypoxia, 
when applied in vitro, has been shown to promote angiogenesis, cellular migra-
tion, and energy consumption, thus providing the potential mechanisms for its 
association with poor clinical outcome [25, 26]. Similarly, LA, when applied to 
cultured cells, has been shown to trigger calcium signaling [27], pro-angiogenic 
gene expression (e.g., VEGF and interleukin 8, IL8) [23, 24, 28], HIF1α stabiliza-
tion [29], cell death [30], and general gene expression [31–33].

An excellent study by Wojtkowiak et  al. examined acid-conditioned cells by 
gene expression analysis [34]. They found a significant induction of ATG5 and 
BNIP3, genes that encode proteins involved in the autophagy pathways. The in-
volvement of autophagy was further confirmed by an increase in the LC3-positive 
punctate vesicles, double-membrane vacuoles, and decreased activities of Akt 
and mTOR, consistent with another finding that acidosis induces a “starvation 
response” [35]. Interestingly, such elevated autophagy markers are maintained 
chronically in the acid-conditioned cells. These results argue that acidic conditions 
in the TME promote autophagy, and that chronic autophagy occurs as a survival 
adaptation under chronic acidosis.

Collectively, these studies clearly demonstrate the important roles for these 
stresses in tumor progression and metastasis. However, from these studies alone, 
the in vivo relevance of these observations for human tumors is not clear and so 
further understanding of the cellular changes under stress, both in vitro and in vivo, 
is warranted.

Transcriptomic Analysis of the Cellular Response  
to Acidosis (Genomic Approach)

Although tumor LA has long been recognized as an important factor, relatively 
little is known about how LA impacts cellular and cancer phenotypes. Many of 
the studies that have been performed to better understand cell response to acidic 
environments have done so on a single gene or in a hypothesis-driven manner as 
discussed above. While we learn important insights from these studies, a genomic 
approach to study cellular responses to acidosis can help to broaden our under-
standing of the full spectrum of changes and unexpected alterations elicited by LA 
or acidosis alone.

One of the initial genomic approaches applied to acidosis in cancer was tran-
scriptional gene expression profiling. These genome-scale studies have been 
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conducted to dissect the transcriptional responses of various primary non-trans-
formed and cancer cells to LA in vitro [35, 36]. Additional analyses during these 
experiments compared and contrasted the transcriptional profiles from LA, aci-
dosis, glucose deprivation, and hypoxia to gain an understanding of how cellu-
lar responses to each stress are unique or similar. A significant initial finding of 
these studies was that the transcriptional responses to hypoxia and LA were in 
fact quite different, further evidence that they have independent biological ef-
fects [36]. With Bayesian multivariate regression analysis criteria, LA induced 
transcriptional changes in 1585 genes, while hypoxia only changed the expres-
sion of 217; only 54 genes overlapped between the two treatments. LA treatment 
downregulated cell cycle, proliferation, and RNA and glucose metabolism genes, 
while it upregulated genes in G-protein-coupled receptor (GPCR) signaling, an-
tigen processing and presentation, and cellular catabolism. Another study also 
suggested that acidosis affected cell cycle in murine breast cancer cells; under 
glucose deprivation, simultaneous acidosis treatment caused an arrest at the G0/
G1 cell cycle stage and thus prevented cell death [37]. While hypoxia and LA had 
opposite effects on hexose and glucose metabolism, both stresses downregulated 
cell cycle and RNA metabolism. These initial studies clearly demonstrated dra-
matic differences in mammalian cells’ response to hypoxia and LA.

One of these early studies also compared the transcriptional response of human 
mammary epithelial cells (HMECs) to acidosis and lactosis alone or together as 
LA. Acidosis induced much more dramatic changes in gene expression than lac-
tosis (Fig. 8.1a). This result was also seen by the group investigating the role of 
LA in the inhibition of cell death to glucose deprivation; lactosis had very little 
effect on cell survival while acidosis inhibited cell death under glucose depriva-
tion [37]. Acidosis induced many of the same genes as were induced by LA. The 
expression level of genes changed in the four groups (hypoxia, acid, lactate, lactic 
acid) was compared in order to assess the relative contributions of acidosis and 
lactosis to the LA response [36]. There was a high concordance between the LA 
and acidosis transcriptional responses. In contrast, this concordance was not pres-
ent in the other pair-wise comparisons of lactosis versus LA, hypoxia versus LA, 
or hypoxia versus acidosis treatment. This suggests that LA and acidosis trigger 
similar genetic responses, which are distinct from the genetic responses to lactosis 
and hypoxia. However, the presence of lactate significantly enhanced the acidosis 
response to exhibit a more robust LA response.

Additional gene expression profiling studies in breast cancer cells investi-
gated the interactions between cellular transcriptional responses to LA and hy-
poxia after stronger stress treatments [42]. In this study, the authors found that LA 
inhibited the hypoxia response by abolishing the hypoxia-induced stabilization 
of HIF-1α protein. Global analysis of the transcriptional changes revealed three 
prominent clusters of genes in the combined LA and hypoxia stress transcriptional 
response. The first group of genes represented LA-resistant hypoxia genes includ-
ing VEGFA, HIG2, and CYP61. The second group of genes was enriched in mi-
togen-activated protein kinase (MAPK) and toll-like receptor signaling pathways 
as defined by KEGG. Within this second group, there were several inflammatory 
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response genes, including TNFα, TNFAIP3, and GADD45B, which are known to 
be mediated by the NF-κB pathway. Interestingly, regulators of NF-κB, such as 
BCL3, ZFP36, and NFKBIA, were also induced by the combined treatment of LA 
and hypoxia. These data suggest that combined hypoxia and LA conditions lead to 
the activation of the NF-κB pathway. This is consistent with other transcriptomic 
studies that found that acidosis induced a pro-inflammatory response [39] and an 
inflammatory response through NF-kB [38]. The third group of genes induced by 
combined LA and hypoxia in Tang et al. was linked to the unfolding protein re-
sponse (UPR) or ER stress pathways by CHOP, XBP-1, and ATF3 induction. Im-
portantly, the UPR pathway shares features with the amino acid response (AAR) 
pathway, and both pathways seem important for cell survival in TME conditions 
[43, 44]. Tang et  al. went on to show that the induction of the UPR pathway 
through ATF4 is critical for cells to respond to a combined low oxygen and LA 
stress, but made the significant point that different strengths and combinations of 
stress likely require differential stress responses. Translating this concept in vivo 
suggests that cells likely alter their specific stress responses constantly to the cur-
rent level stress in their immediate environment.

Beyond epithelial cells, vascular endothelial cells also experience varying pH 
levels depending on the oxygenation status and pH of the blood, such as under 
acute vascular blockage. Consistent with the upregulation of GPCR signaling 

Fig. 8.1   a Transcriptional response of hypoxia, lactic acidosis ( LA) and hypoxia + LA b The prog-
nostic significance of hypoxia and LA signatures in the four indicated breast cancer datasets c The 
significant positive correlation between TXNIP expression and LA pathway in breast tumors d The 
model by which LA induces TXNIP expression through the activation of MondoA/Mlx complex
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under LA in epithelial cells [36], one particular GPCR, GPR4, was identified 
to be upregulated under acidosis in vascular endothelial cells. A transcriptional 
response of the GPR4-dependent acidosis response revealed that, through GPR4, 
acidosis activated NF-kB-dependent inflammatory signals and general stress 
response genes and downregulated DNA-dependent transcription and nucleo-
tide metabolism [38]. The induction of proinflammatory cytokines by acidosis 
was also replicated in a study of Madin-Darby canine kidney cells [39]. This 
study also showed similarities and differences in the cellular response to acido-
sis depending on the cause of the decreased pH (e.g., isocapnic or hypercapnic 
acidosis).

Another frequent appearance of acidosis in biology is in acid–base homeosta-
sis achieved by the kidney during metabolic acidosis. Several studies have applied 
transcriptomics to study the kidney under metabolic acidosis. With somewhat less 
stringent cutoff criteria, one study found more than 4000 genes differentially ex-
pressed in the mouse kidney after 2 or 7 days of metabolic acidosis [33]. This and 
other studies of rat kidney cells under metabolic acidosis show differential gene ex-
pression in different portions of the kidney; this likely contributes to the large num-
ber of genes changed in the total kidney extracts. Additionally, many of the changes 
that were seen at 2 days were reverted to normal by 7 days, suggesting an in vivo 
mechanism of successful adaptation to acidosis. As was seen in Chen et al. 2008, the 
pathway most strongly affected by acidosis was oxidative phosphorylation, while 
the largest number of genes changed was in the solute carrier transporters functional 
group. Hierarchical clustering of the ~ 4000 genes showed six different clusters of 
gene expression patterns over time. The small cluster that was upregulated only at 
7 days of acid loading included cytoskeleton and Wnt signaling pathways, as well 
as the reoccurring pattern of small GTPase and GPCR signaling. The authors also 
mention the high level of concordance between their mRNA abundance changes 
and proteomic studies of kidney cells under metabolic acidosis [33, 40]. Overall, 
the study confirmed that many metabolic and ion-homeostasis genes change expres-
sion under metabolic acidosis, as well as identified genes potentially involved in the 
chronic adaptation to metabolic acidosis.

Studies that investigate the effects of any single TME stress, such as acidosis, are 
critical for understanding adaptive molecular mechanisms. Yet, within solid tumors, 
cancer cells often experience acidosis in combination with other stresses. Some 
studies have begun to examine the transcriptomic effects of multiple simultaneous 
stresses. In the previously mentioned study in HMECs, some of the hypoxia-induced 
changes were repressed by the simultaneous treatment of hypoxia and LA; while a 
subset of LA-induced genes were further induced with the combined treatment [36]. 
The authors’ analysis also revealed 127 and 320 genes induced or repressed, re-
spectively, only in the combined hypoxia and LA treatment. The 127 induced genes 
were enriched in transcription factors, while the repressed genes were enriched in 
pro-apoptotic genes. It was suggested that the inhibition of apoptotic processes may 
be required for the cells to survive the combined stresses.

Another study further investigated the transcriptomic response to a combina-
tion of TME stresses. Specifically, this study compared the global transcriptional 
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responses of breast cancer cells in response to three distinct TME stresses: LA, 
glucose deprivation, and hypoxia [35]. This study found that LA and glucose 
deprivation trigger highly similar transcriptional responses, each inducing fea-
tures of the starvation response. However, in contrast to their comparable effects 
on gene expression, LA and glucose deprivation showed opposing effects on 
glucose uptake. This divergence of metabolic responses in the context of highly 
similar transcriptional responses allowed for the authors to identify a small sub-
set of genes regulated in opposite directions by these two conditions. Among 
these selected genes, TXNIP and its paralogue ARRDC4 were both induced un-
der LA and repressed with glucose deprivation. Induction of TXNIP under LA 
was caused by the activation of the glucose-sensing and glucose-stimulated tran-
scriptional complex MondoA:Mlx [41]. Therefore, the upregulation of TXNIP 
significantly contributed to the inhibition of a glycolytic phenotype under LA 
[35]. Expression levels of TXNIP and ARRDC4 in human cancers were highly 
correlated with predicted LA pathway activities (Fig. 8.1c) and associated with 
favorable clinical outcomes. This integrative analysis of transcriptome and meta-
bolic response data revealed how LA triggers features of a starvation response, 
while also activating the glucose-sensing MondoA-TXNIP pathway and contrib-
uting to the antitumor properties of cancer cells. These results helped open new 
paths to explore how these stresses influence phenotypic and metabolic adapta-
tions in human cancers.

Collectively, these transcriptomic studies have greatly increased our knowledge 
and understanding of non-transformed and cancerous cells’ responses to acidosis 
and LA. While not exhaustive across tissue, cell type, time of treatment, or strength 
of treatment, there are considerable parallels and similarities to mammalian cells’ 
response to acidosis. While acidosis alone elicits significant cellular changes, it is 
important to remember that, in vivo, acidosis often occurs in combination with other 
physiological changes. Transcriptomic studies show us that dissecting the combined 
treatment of TME stresses is complicated, but does reveal the vast changes elicited 
by acidosis and LA. To better understand the importance of acidosis and LA in hu-
man cancers, we next reflect on the how these in vitro transcriptomic studies can be 
projected to in vivo gene expression datasets.

Projection of Hypoxia and Acidosis Gene Expression 
Signatures to Human Tumors

Global gene expression approaches have led to a greater understanding of acidosis 
and other stresses in human cancers, but it remains unclear how best to translate 
these gene expression changes that occur under defined cell culture manipulations 
in vitro to the complex behaviors of human cancers in vivo (Fig. 8.1b). Microarray-
based gene expression signatures provide an approach, creating “surrogate pheno-
types” of in vitro states that can be assessed in vivo. In this context, a gene signature 
refers to the set of genes that are most consistently and robustly changed, both up 
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and down, by a particular treatment. Thus, these gene expression signatures from 
perturbations of cultured cells in vitro are used to represent a defined biological pro-
cess [45–47], and these signatures can serve to recognize similar gene expression 
patterns in human cancer samples in vivo.

Underlying this concept is the realization that virtually any biological condi-
tion, whether a developmental state, a cellular response to extracellular ligands, 
or a pathological state, is reflected in changes in gene expression. While no single 
gene would have the full power to define the biological state, patterns in large-scale 
gene expression can reflect quite subtle distinctions in biology. Further, expression 
signatures are portable: they can be assayed in varied contexts, and so provide the 
capacity to link otherwise heterologous systems. A cell culture phenotype such as 
pathway activation is difficult to represent in a diverse sample such as a tumor. In 
contrast, an expression profile offers a mechanism to link two states: Expression 
signatures are common phenotypes shared by experimental cell culture and human 
tumors. For example, a hypoxia signature obtained when cultured cells are exposed 
to hypoxia allows the recognition of the molecular features common to multiple 
cancer types—in turn permitting the identification of patients with high clinical 
risks due to strong hypoxia response [46]. This approach has also been used to 
show that wound healing [48], vascular injury responses [49], various oncogenic 
mutations [45, 50–55], and LA [56] can play important roles in tumor progression. 
Additionally, linking prognostic molecular signatures of human cancers to ex vivo 
experimental cell culture models provides a relevant and controlled system that can 
be used in mechanistic studies and development of targeted therapeutics. Patients 
who are most likely to benefit from targeted therapeutics can then be recognized by 
high expression of the relevant gene signatures in their tumors. Substantial synergy 
and potential for novel biological insights can be obtained by reciprocal flow of 
information between the in vitro and in vivo systems.

“Top-down” approaches have been used to identify gene expression-based pre-
dictors of cancer outcomes in which no specific biological processes are associated 
with the tumor phenotypes [51, 57–64]. In contrast, “bottom-up” approaches define 
signatures based on known perturbations in cultured cells, either collected in indi-
vidual experimental perturbations [45–48, 51, 65, 66] or analyzed en masse from a 
large collection of gene signatures, such as Gene Set Enrichment Analysis (GSEA) 
[67] to interrogate human cancer data. Signatures can serve as numerical factors 
that may improve clinical prognosis in predictive models of outcomes, including 
improved stratification of tumors into groups with distinct biological phenotypes. 
This is exemplified in a previous study of signatures reflecting responses to serum 
stimulation and hypoxia that led the authors to conclude that wound healing and 
hypoxia responses play important roles in tumor progression [46, 48]. Similar ap-
proaches have also been used to identify proliferation responses, various oncogenic 
pathways’ deregulation, and even to predict the effectiveness of pathway-targeted 
therapeutics [45–47, 49, 51, 56, 68]. Gene expression signatures can also be used 
with functional gene ontology annotation tools to examine whether certain gene sets 
are enriched in particular tumor phenotypes [67].
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As mentioned previously, the approach of generating “bottom-up” gene sig-
natures in vitro, then projecting them to human tumors for similarity of gene 
expression responses has already been accomplished with hypoxia [69, 70], aci-
dosis, and LA [35, 36, 42] signatures in several cancer types. Either a strong LA 
or acidosis alone response signature identified a subgroup of low-risk breast 
cancer patients with distinct metabolic profiles, suggestive of a preference for 
aerobic respiration. This result was consistent with the LA and acidosis signa-
tures generated in HMECs and projected across four heterologous breast cancer 
datasets, as well as a LA signature generated in the MCF7 breast cancer cell line 
[35, 36]. When both the LA and the hypoxia signatures were used to four-way 
stratify breast cancer tumors based on high or low expression of either hypoxia 
or LA signatures, the worst prognosis was for the high hypoxia, low LA group, 
and better prognoses in the other three groups. The association of the LA re-
sponse with good survival outcome may relate to its role in directing energy 
generation toward aerobic respiration and utilization of other energy sources via 
the inhibition of glycolysis. This “inhibition of glycolysis” phenotype in tumors 
is likely caused by the repression of glycolysis at the gene expression level and 
Akt inhibition. In fact, when smaller “glycolysis gene signatures” that reflect-
ed the changes in glycolytic genes under either hypoxia or LA were used to 
stratify patient outcome, they fully recapitulated the stratification seen by the 
entire stress gene signatures. Multiple global gene expression profiles identified 
the gene TXNIP as responsive to acid or LA. Additional mechanistic studies in 
breast cancer cells showed that a gene signature of high TXNIP activation cor-
related with better patent survival outcome, consistent with the LA or acid gene 
signatures. Clearly, the bioinformatics projection of in vitro gene signatures has 
significant prognostic and clinical value and further emphasizes the utility of 
transcriptomic studies in cancer biology.

While these sorts of projection studies have shown their relevance in oncol-
ogy, they have yet to be applied to other disease states in which acidosis is a 
defining feature. This limitation is partially caused by the few public available 
datasets in other diseases, as well as the challenges of de-convoluting gene ex-
pression from mixed cell populations from benign lesions. Although with limita-
tions, in vitro transcriptomic studies of acidosis and lactic acid have allowed us 
to better understand the in vivo biology through the described bioinformatics 
analyses [71]. To more completely understand the effect of acidosis, we cannot 
limit our focus to transcriptional changes; next we discuss findings from other 
“-omics” approaches. Since other “-omics” approaches have not been used as 
exhaustively in vivo, projection analyses cannot be done yet. However, these 
sorts of bioinformatics analyses will be critical in the future to fully integrate in 
vitro and in vivo data and conclusions.
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Proteomic Analysis of the Cellular Response to Acidosis

Beyond transcriptomic studies, there have been a number of proteomic studies in-
vestigating mammalian cellular responses to acidosis. The vast majority of these 
proteomic studies have been in the context of renal adaptation to metabolic acidosis. 
The kidney is a major site of electrolyte exchange to maintain ion and acid–base ho-
meostasis within the organism and so is often faced with high acid loads and acidic 
conditions. Under metabolic acidosis, renal cells increase glutamine uptake and ca-
tabolism, while also increasing excretion of ammonium and bicarbonate ions. To 
date, proteomic studies have been from a model of metabolic acidosis induced by 
feeding rats ammonium chloride (NH4Cl) as their source of drinking water. These 
studies have looked at both acute (1 day) and chronic (7 days) effects of the meta-
bolic acidosis treatment. In one time-course study, the authors saw that many of the 
changes detectable at 1 or 3 days of acidosis were corrected back to normal levels 
by day 7, suggesting that the kidney adapts to this stress after a period of time.

A variety of mass spectrometry techniques have been used to investigate pro-
teomic changes due to acidosis. One concerning aspect of these proteomic studies 
was highlighted when two shotgun, label-free approaches were done in parallel; 
only 3 of 49 differentially expressed proteins after acidosis were identified by both 
methods [72]. The studies of rat renal cells’ response to metabolic acidosis began 
with a general study and have since focused on particular parts of the organ, differ-
ent time courses, and mitochondrial fractions of the cells. As expected, many of the 
proteins identified in whole-cell studies were metabolic and mitochondrial proteins. 
Overall, the effect of metabolic acidosis on the entire proteome was minimal, with 
one study only identifying 49 proteins with altered abundance after 7 days of acido-
sis. Such modest changes could be due to the adaptation effect, mentioned already. 
In particular, glutamate dehydrogenase was shown to increase expression under 
acidosis, which is consistent with the increase in glutamine catabolism known to 
occur to restore acid–base homeostasis [72]. This finding has been corroborated by 
other studies as well [73, 74]. Likely driven by the minimal effects seen on a cellular 
level, more recent studies have focused on specific portions of the proximal convo-
luted tubule cell. When the effect of metabolic acidosis on the apical membrane of 
the proximal convoluted tubule was studied over a time course, a total of 298 pro-
teins were identified; the functionally enriched groups were consistently membrane 
proteins, metabolic enzymes, hydrolases, and transporters, regardless of treatment. 
While a number of proteins were validated to increase under acidosis (SLC5A2, 
DAB2, Myosin 9, SLC5A8, TMM27), they varied in their temporal dynamics and 
were generally not changing more than threefold [75]. Uniquely, this studied noted 
that more proteins decreased than increased in abundance in the acute stress of 1 
or 3 days.

More recent papers have begun to investigate the proteomics of metabolic aci-
dosis on an organelle level, focusing on the mitochondria. The first study to focus 
on the mitochondria found 901 proteins, 33 of which had differential abundance of 
> 1.5-fold in the acidosis versus control rats [76]. The authors validated increased 
expression of five proteins (KGA, CA5B, CAT, ACAA1, HSD17B4) under acidosis 
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and noted that a group of the 33 upregulated proteins had pH-responsive elements 
in their mRNAs. These pH-responsive elements are known to stabilize mRNAs un-
der acidic conditions and so could explain the increased protein levels. There were 
very few proteins uniquely identified in one of the two treatments; 12 proteins were 
unique in the control group and 11 in acidosis. Again, as expected, many enzymes 
involved in glutamine catabolism increased in abundance under acidosis. Another 
study by Freund et al. focused their proteomic analysis on only the inner mitochon-
drial membrane of rat renal proximal convoluted tubule [72]. They successfully 
identify 206 proteins, including transmembrane proteins as expected. While not 
completed under acidosis, this study exemplifies the improved technical advances 
in the proteomic research community that will continue to improve our understand-
ing of acidosis through future research.

An interesting trend in these datasets is the identification of acetyl-lysine resi-
dues within a small subset of the detected proteins. Acetylated-lysine residues are 
a recently described posttranslational modification, first identified on histones and 
later on multiple mitochondrial and some cytosolic proteins. While studying the 
mitochondrial proteome, Freund et al. found 37 acetyl-lysine residues, including 22 
novel ones [72, 76]. In the inner mitochondrial membrane of rat proximal convo-
luted tubules, 14 proteins had N-epsilon-acetyl-lysine residues, 7 of which had not 
been previously identified [72]; this was approximately 6 % of the total number of 
identified proteins in this membrane under basal conditions. While these modified 
residues have been identified under acidic conditions, the biological importance 
or function of these posttranslational modifications remains to be determined. As 
proteomic techniques and reagents to study posttranslationally modified proteins 
continue to improve, we look forward to the advances they will bring the scientific 
community in understanding the importance of acidosis to the dynamic proteome.

Metabolomic Analysis of the Cellular Response to Acidosis

While both transcriptomic and proteomic experiments indicate that significant aci-
dosis triggers metabolic reprogramming, very little is known about the metabolic 
flux and resulting metabolic vulnerability. While certain metabolic changes can be 
inferred by changes in RNA and protein levels, it is not clear whether and how 
these changes fully reflect the metabolic reprogramming. To formally define the 
metabolic reprogramming under acidosis, a recent study by LaMonte et  al. used 
stable-isotope tracers of glucose, glutamine, and palmitate to examine how acidosis 
effects the central metabolic pathways of cancer cells [74] (Fig. 8.2).

Breast cancer cells exposed to acidosis have higher levels of reactive oxygen 
species (ROS). In order to neutralize the increase in ROS, this metabolic flux study 
showed that cells conserved NADPH, the reducing agent responsible for recycling 
GSSG (oxidized glutathione) to GSH (reduced glutathione). The need to conserve 
NADPH caused a number of specific changes to cellular metabolism. One change 
included enhanced flow through the pentose phosphate pathway (PPP) through the 
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induction of glucose-6-phosphate dehydrogenase ( G6PD) at the protein and mRNA 
levels. The oxidative branch of the PPP is the major method of NADPH synthesis in 
the cell. Increased shunting of glucose to the oxidative branch of the PPP generated 
higher levels of NADPH, and allowed cells to cope with the increased ROS. The 
importance of G6PD induction was shown by increased cell death under acidosis 
with the silencing of G6PD. Therefore, due to reduced glutathione synthesis and 
increased ROS present under acidosis, this stress renders breast cancer cells reliant 
upon cellular NADPH pools, largely from the oxidative PPP.

The redirection of glucose away from glycolysis and toward the PPP was cou-
pled with an increased bioenergetic need for glutamine to drive the tricarboxylic 
acid cycle (TCA) cycle. Through the process of glutaminolysis, glutamine is metab-
olized to glutamate. Increased glutaminolysis was mediated by both an inhibition of 
glutamine synthesis, via the downregulation of glutamine synthetase ( GLUL), and 
a direct upregulation of glutaminolysis, mediated by the induction of GLS2. Gluta-
mate was then metabolized to α-ketoglutarate, which is able to fuel the TCA cycle, 
by aspartate transamination reactions ( GOT 1 and GOT2). Aspartate transamination 
reactions were strongly favored under acidosis as deamination was inhibited by the 
downregulation of GLUD1, and alanine transamination was inhibited by the down-
regulation of GPT and GPT2. Somewhat paradoxically, there was reduced produc-
tion of glutathione (derived from glutamate) through the repression of GCLC and 
GCLM, which indicated that NADPH was necessary to regenerate existing GSSG 

Fig. 8.2   Schematic representing the effect of acidosis on breast cancer metabolic reprogramming 
based on the isotope flux analysis
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due to the lack of new synthesis. As has been proposed for hypoxia, acidosis ren-
dered these breast cancer cells increasingly reliant upon glutamine/glutamate me-
tabolism to satisfy cellular bioenergetic demands under stress.

TP53, a major tumor suppressor, played a significant role in this metabolic re-
programming under acidosis. p53 was activated under acidosis and contributed to 
both the glucose and glutamine phenotype by transcriptionally inducing G6PD and 
GLS2, respectively. These data therefore presented a new role for p53, in which 
it responds to acidosis by redirecting cellular metabolism toward mitochondrial 
metabolism and glutaminolysis, while simultaneously acting to mitigate the ROS 
resulting from increased oxidative phosphorylation. Collectively, these results in-
dicated that acidosis triggers extensive metabolic reprogramming, causing shifts in 
both glucose and glutamine metabolisms.

Similar metabolic experiments should be expanded to a much larger panel of 
cancer cell lines with known genetic makeup to understand how the different genet-
ic mutations impact acidic metabolic reprogramming. It is likely that certain genetic 
mutations will allow tumor cells to survive better under acidosis and thus provide 
the fitness advantage necessary to clonally expand in the TME. As has been done 
in other disease settings, it will be important to extend these in vitro metabolomic 
studies in vivo in the metabolomic data of human tumors [77] to understand the 
metabolic similarities and differences between the systems and to use the informa-
tion to inform therapeutic strategies.

Improving the Therapeutic Targeting of Acidosis  
Through Functional Genomic Approaches

There is a significant rationale for the development of agents that target tumor cells 
specifically under LA. Although short-term transcriptional analysis of LA revealed 
the inhibition of growth and glycolysis of primary tumors by LA, there is consid-
erable evidence to suggest that LA is a critical adverse factor for overall clinical 
outcomes as it can: (1) increase metastatic potential through increased mobility/
migration and activation of proteolytic enzymes (MMP-2, MMP-9) [78, 79]; (2) 
confer resistance to tumor therapeutics due to the drug protonation status or an 
increase in the activities of multi-drug resistance 1 ( MDR1) [80, 81]; and (3) select 
for cancer cells with more invasive and stem cell-like phenotypes [31, 82–84]. It 
is important to note that these effects of acidosis are on the mobility/migration and 
chemoresistance abilities of tumor cells, which are distinct from the anti-growth 
and suppression of proliferation by acidosis. Therefore, it would be of great benefit 
to relieve LA to selectively eliminate the cells that exhibit these aggressive growth 
behaviors and/or resist standard interventions. To reduce tumor acidity in the clinic, 
systemic bicarbonate buffers have been used with some biological effects [9, 85], 
but the general applicability and long-term consequences of overloading patients 
with systemic bicarbonate buffers remain to be determined. Thus, there exists a 
significant and largely unmet need to eradicate cancer cells associated with LA [2].
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In classic genetics, two genes are deemed “synthetically lethal” if mutations in 
either gene alone are compatible with viability, but simultaneous mutation of both 
genes leads to death [86]. Recently, this concept has been extended to include genes 
that are contextually essential: for example, critical for cell survival under stress 
(hypoxia or LA), but not under normal conditions. Such a strategy relies on the 
unique features of solid tumors’ stresses, which are not found in nonmalignant tis-
sues under tightly controlled pO2 and pH. Therapeutic strategies targeting these 
stresses would be expected to have a higher specificity and therapeutic index.

Since both hypoxia and LA are tumor-specific features, and, unlike some onco-
genic mutations, are not easily directly inhibited pharmacologically, it is not imme-
diately obvious how best to eradicate these cells. Synthetic lethality can be a useful 
concept to exploit in the development of strategies to target these cells [87]. Current 
therapeutic strategies are mainly based on the known putative survival mechanisms 
instead of unbiased genetic identification. For example, the inhibition of glucose 
uptake, inhibition of the expression and activity of the HIF proteins, or critical steps 
in the ATF4-driven UPR have been proposed as methods to target cells under hy-
poxia [88]. A recent report also suggests a synthetically lethal relationship between 
PARP1 inhibition and hypoxia [89]. While there are currently limited options for 
targeting hypoxia, there are even fewer targeting cells under acidosis or LA. Most of 
the ongoing efforts in this regard have been focused on compromising the neutral-
ization capacity of transporters and enzymes, such as the monocarboxylate trans-
porters (MCTs) [90], the sodium–proton exchanger NHE1 [4], the carbonic anhy-
drases (CA9, CA12) [91], and the vacuolar proton ATPase (V-ATPase) [92]. These 
“proton exchangers” maintain intracellular pH under extracellular acidosis. While 
these efforts have led to some encouraging results, these strategies are still early in 
development and there is significant redundancy among different transporters for 
proton export. Consequently, there is a strong need to identify other therapeutic 
targets to target cancer cells under conditions of both hypoxia and LA.

Functional genetic screens provide an unbiased and powerful means of identify-
ing genes responsible for any phenotype that can be measured experimentally. In 
recent years, the generation and development of shRNA libraries targeting the entire 
human, mouse, and rat genomes has greatly advanced the ability of individual in-
vestigators to deploy high-throughput genetic screens in mammalian cells [93–96]. 
For example, several groups independently performed RNA interference (RNAi) 
screens to identify genes synthetically lethal for KRAS mutations, a prevalent, but 
currently un-druggable, oncogenic mutation in cancers [97, 98]. These screens un-
covered multiple points of vulnerability in KRAS mutations that can be exploited for 
therapeutic purposes. Recent studies have begun performing RNAi screens using 
xenografts in vivo to identify genes relevant for in vivo oncogenesis [99–101]. The 
improvement of therapeutics from these in vivo screens remains to be seen.

Global RNAi screens have been used in model organisms for longer than mam-
malian cells and so more detailed screens, such as investigating responses to 
specific stresses, have been conducted in this context. For example, an RNAi screen 
investigating the hypoxia response in Drosophila identified critical roles for the 
ATF4 homologue ( Cryptocephal) and Dicer1 [102]. Many other studies have been 
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performed along these lines; we suggest the reader seek out those most relevant to 
his/her area of interest, as they are not the focus of this chapter. However, it is clear 
from model organism studies that these powerful approaches can reveal genes that 
exhibit synthetic lethality under stress, yet few such studies have been performed 
in mammalian cells.

There are numerous examples of RNAi screens, both in model organisms and 
mammalian systems, which suggest that the processes known to be influenced 
by acidosis and LA can be investigated by this experimental technique. An RNAi 
screen in Drosophila investigated the genes required for phosphate response, thus 
establishing a system for studying biological effects elicited by an ionic molecule 
[103]. Another group utilized Drosophila cells and an RNAi screen with an H148Q-
YFP anion-sensitive indicator to understand chloride ion homeostasis mechanisms 
[104]. Cell–cell adhesion is relevant to the effect acidosis has on the migration and 
invasion of cancer cells; the conserved genes necessary for cadherin-mediated cell–
cell adhesion has been investigated through an RNAi screen [105]. Interestingly, the 
17 “regulatory protein hubs” mediating adhesion included GPCR signaling, meta-
bolic processes and channels, and receptors, all of which are relevant to mammalian 
cells under acidic conditions based on transcriptomic analyses [36].

In the context of cancer biology, these functional RNAi screens have mostly 
focused on the genes necessary for the general proliferation of various cancer cell 
lines. This is the major effort of the Achilles’ heel Project at The Broad Institute 
[106], which has now accomplished proliferation-RNAi screens in hundreds of 
cancer cell lines. A major part of this project will be to understand the molecular 
mechanisms underlying the genetic dependencies so that the specificity of drugs 
can be determined. To begin to understand context-dependent lethality, some 
RNAi studies have investigated the revived importance of cancer metabolism 
and the mitochondria to tumorigenesis. A recent study by Birsoy and colleagues 
created a unique experimental setup with a Nutrostat system for continuous flow 
of media to maintain cells under low glucose growth conditions—another TME-
relevant stress—and then conducted an RNAi screen under these growth condi-
tions [107]. While they did not look at the effect of acidosis or LA on their system, 
this study revealed the importance of mitochondrial metabolism to cancer cells’ 
susceptibility to drugs and so is highly relevant to understanding the effects of 
acidosis [107].

Demonstrating the likely relevance of acidosis in many oncogenic processes, 
metabolic genes related to acidosis metabolism are enriched in or top hits from 
many mammalian RNAi screens. These RNAi screens, in multiple different con-
texts, investigated a wide range of topics: growth of brain cancer stem cells [108], 
reliance on IL-3 transformation [109], KRAS-dependent lung adenocarcinoma 
growth [110], and ccRCC tumorigenesis drivers [111]. As expected, in many of 
these examples, inhibiting the processes known to be activated by acidosis caused 
increased cancer cell death.

And yet, to our knowledge, there are no examples of an RNAi screen under 
LA or acidosis in mammalian cells. A potential experimental setup is illustrated in 
Fig. 8.3. This remains an important and therapeutically relevant line of investigation 
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with significant potential to identify methods to target particularly problematic re-
gions of tumors. The closest study to investigating cancer cell survival under acido-
sis is a recent study that performed a kinome-wide RNAi screen under anoxia [112]. 
This study focused on the effect that the kinome on hypoxia stress responses such 
as nuclear size, ER, and DNA damage stress responses and spheroid formation; 
they identified five kinases with novel roles in these processes (DYRK1B, GAK, 
IHPK2, IRAK4, and MATK). There was also an inverse relationship between NF-
kB and viable cell number in hypoxia; the authors comment that there are many 
therapeutic strategies in progress to target NF-kB as an immune modulator. This 
study represents an important example of the progress toward a better understand-
ing of contextually essential genes that can be targeted for improved therapeutics in 
cancer and other disease contexts.

Ongoing challenges with the RNAi-based methods of these functional genom-
ic screens include incomplete gene inactivation and off-target effects. Therefore, 
various gene editing approaches, including zinc finger nucleases (ZFNs) [113] or 
transcription activator-like effector nucleases (TALENs) [114] have been utilized 
to delete or modify a genetic locus and achieve complete silencing. Recently, vari-
ous gene editing methods based on the clustered, regularly interspaced, short pal-
indromic repeats (CRISPR)-Cas9 system have gained enormous popularity due to 
the ease of implementation and higher efficiency compared to other genome editing 
techniques [115–117]. Three recent papers have applied the CRISPR systems on a 
large scale to perform functional genomic screens in human [118, 119] and mouse 
[120] cells. While these methods are in the early stages of adoption, preliminary 
data indicate that these methods may provide significant advantages over the RNAi-

Fig. 8.3   Overview of the 
synthetic lethal genetic 
screens to identify genes/
kinases which are essen-
tial for survival ( shRNA 
depleted) or restrict cell 
growth ( shRNA enriched) 
under the stresses of hypoxia 
or lactic acidosis
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based screens due to a more complete removal of the target genes and increased 
specificity. These new formats for genetic manipulations will likely improve the ef-
ficiency and specificity of functional genomic screens during both the initial screen-
ing and the subsequent validation stages of these studies.

Conclusions and Future Perspectives

Many solid tumors grow quickly and expand beyond the capacity of the local 
blood supply, leading to regions of hypoxia and LA. Most tumors contain regions 
with varying levels of hypoxia and LA, which can make tumors more resistant to 
treatment and ultimately result in treatment failure and relapse. In addition, cancer 
cells experiencing hypoxia and LA tend to migrate and metastasize distantly. Even 
though the negative consequences of hypoxia and LA in tumors have long been 
recognized, there are few therapies targeting these stresses. Transcriptomic, pro-
teomic, metabolomic, and genomic analyses of how cancer cells as well as renal 
tubular cells respond to acidosis and LA have revealed some crucial adaptation 
mechanisms that can be targeted to eradicate cancer cells under these stresses. Ap-
plying the concept of synthetic lethality, functional genomic approaches are likely 
to reveal additional genes and pathways which can be employed to therapeutically 
target tumor cells under LA and relieve patients of the clinical issues resulting from 
this stress in most solid tumors.
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